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Computing strongly connected components (SCC) is among the most fundamental problems in graph analytics.

Given the large size of today’s real-world graphs, parallel SCC implementation is increasingly important. SCC

is challenging in the parallel setting and is particularly hard on large-diameter graphs. Many existing parallel

SCC implementations can be even slower than Tarjan’s sequential algorithm on large-diameter graphs.

To tackle this challenge, we propose an efficient parallel SCC implementation using a new parallel reach-

ability approach. Our solution is based on a novel idea referred to as vertical granularity control (VGC). It

breaks the synchronization barriers to increase parallelism and hide scheduling overhead. To use VGC in our

SCC algorithm, we also design an efficient data structure called the parallel hash bag. It uses parallel dynamic

resizing to avoid redundant work in maintaining frontiers (vertices processed in a round).

We implement the parallel SCC algorithm by Blelloch et al. (J. ACM, 2020) using our new parallel reachability

approach. We compare our implementation to the state-of-the-art systems, including GBBS, iSpan,Multi-step,
and our highly optimized Tarjan’s (sequential) algorithm, on 18 graphs, including social, web, 𝑘-NN, and lattice

graphs. On a machine with 96 cores, our implementation is the fastest on 16 out of 18 graphs. On average

(geometric means) over all graphs, our SCC is 6.0× faster than the best previous parallel code (GBBS), 12.8×
faster than Tarjan’s sequential algorithms, and 2.7× faster than the best existing implementation on each graph.

We believe that our techniques are of independent interest. We also apply our parallel hash bag and VGC

scheme to other graph problems, including connectivity and least-element lists (LE-lists). Our implementations

improve the performance of the state-of-the-art parallel implementations for these two problems.
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1 INTRODUCTION
Computing strongly connected components (SCCs) is an important problem in graph analytics.

Given a directed graph 𝐺 = (𝑉 , 𝐸), we denote 𝑛 = |𝑉 | and𝑚 = |𝐸 |. We use 𝐷 as the diameter of 𝐺 .

For simplicity, we assume𝑚 ≥ 𝑛, but all algorithms in this paper work for any 𝑛 and𝑚. For two

vertices 𝑣,𝑢 ∈ 𝑉 , we use 𝑢 { 𝑣 to denote that a path exists from 𝑢 to 𝑣 . Two vertices 𝑣 and 𝑢, are

strongly connected if 𝑢 { 𝑣 and 𝑣 { 𝑢. An SCC is a maximal set of vertices on the graph that are

strongly connected. The SCC problem is to compute a mapping from each vertex to a unique label for

its strongly connected component. Computing SCC is useful in many applications inside and outside
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computer science, and is widely used in database and data management applications [5, 83, 104].

For example, analyzing SCC on social networks can identify communities [77] or estimate influence

propagation [81]. Applying SCC on the 𝑘-NN graph (each point links to its 𝑘-nearest neighbors) for

spatial data points is widely used in unsupervised learning [68, 91, 92]. Many other fundamental

problems in CS use SCC as an important primitive, such as graph matching [42], topological

sort [26, 87], graph contraction [31], and code analysis [86]. SCC is also widely used on various types

of graphs in other disciplines, e.g., lattice graphs [32] in material science, on E. coli network [47] in

computer biology [78], on food web analysis in ecology systems [7], and more [79].

Sequentially, Kosaraju’s algorithm [6] and Tarjan’s algorithm [101] find all SCCs in a graph

in 𝑂 (𝑚) work (number of operations). However, sequential algorithms can be slow to process

today’s large real-world graphs. For example, on the Hyperlink12 [75] graph with billions of edges,

Tarjan’s SCC algorithm takes more than half an hour (see Tab. 3) to finish. Hence, it is of great

importance to seek parallel SCC solutions. Although SCC is also widely studied in parallel (see

the literature review in Sec. 7), most existing algorithms are optimized based on two assumptions

of the input graph: 1) with a low diameter and/or 2) with one large SCC. Many algorithms (e.g.,

iSpan [58] and Multi-step [98]) first use breadth-first searches (BFS) to identify the largest SCC

and then run a subsequent coloring phase to find all other SCCs with 𝑂 (𝑚′𝐷) work. Here𝑚′ is
the number of edges not in the largest SCC. When either of the assumptions is not satisfied, these

algorithms will incur significantly extra work than the 𝑂 (𝑚) sequential algorithms, which cannot

be compensated by parallelism. Another solution in the GBBS library [35, 37] implements the BGSS

algorithm [18]. BGSS uses log𝑛 rounds of multi-reachability searches, each using a subset of source

vertices 𝑆 to find all pairs of vertices (𝑣, 𝑠), where 𝑠 ∈ 𝑆 and 𝑠 { 𝑣 . BGSS has 𝑂 (𝑚 log𝑛) work that

is independent of the two assumptions. However, the GBBS implementation uses parallel BFS for

reachability searches, which processes vertices with the same distance (referred to as a frontier) in
each round. This approach incurs𝑂 (𝐷) rounds of global synchronization. As each synchronization

is costly, this implementation incurs high scheduling overhead and can be slow when 𝐷 is large.

Unfortunately, many applications of SCC have sparse input graphs with a large diameter 𝐷 . For

example, the 𝑘-NN graphs used in unsupervised learning [68, 91, 92] and lattice graphs used in

computational chemistry [32] can have 𝐷 = Θ(
√
𝑛) (see Tab. 2). We tested existing SCC algorithms

on graphs with both small diameters (e.g., social networks) and large diameters (e.g., 𝑘-NN and

lattice graphs). Fig. 1 shows that existing SCC algorithms work well for certain social networks but

perform badly on other graphs. On average, for 𝑘-NN and lattice graphs, all existing parallel SCC

algorithms on a 96-core machine are slower than the sequential Tarjan’s algorithm.

In this paper, we propose an efficient SCC implementation with high parallelism on a wide
range of graphs. We also use the BGSS algorithm to bound the work. The core of our idea is to

improve parallelism by avoiding 𝑂 (𝐷) rounds of synchronization in reachability searches and thus

reducing the scheduling overhead. To do this, we propose a novel idea referred to as the vertical
granularity control (VGC) optimization.

The high-level idea of VGC is to break the synchronization barriers and increase parallelism.

Particularly, for the reachability queries, unlike parallel BFS that only visits the neighbors of the

vertices in the frontier, we want to visit a much larger set of vertices that can be multiple hops

away. This is achieved by a “local search” scheme that allows each vertex in the frontier to visit

more than direct neighbors in one round. We will discuss more details of VGC and local search in

Sec. 3.1 and 3.2. This approach saves most synchronization rounds and improves the performance,

especially on large-diameter graphs.

We note that the major technical difficulty in VGC and local search is to handle the non-

determinism in generating the next frontier—all vertices in the frontier explore their proximity

in parallel, in a random order decided by the runtime scheduling. This disables the “edge-revisit”
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Social KNN
LJ TW MEAN HH5 CH5 GL2 GL5 GL10 GL15 GL20 COS5 MEAN

Ours 75.8 317 155 2.16 0.77 5.67 5.58 6.24 5.42 5.60 58.6 5.26
GBBS 24.5 185 67.3 0.11 0.05 1.13 0.46 0.76 0.83 0.92 15.8 0.63
iSpan 58.5 c - 0.57 0.20 t t 0.26 0.39 0.49 t 0.36

MultiStep 20.7 54.4 33.6 0.20 0.02 0.41 0.25 1.30 1.07 1.08 3.29 0.46
Seq 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Web Lattice Overall
MEANSD CW HL14 HL12 MEAN SQR REC SQR' REC' MEAN

Ours 52.7 33.4 30.1 19.1 31.7 26.8 13.5 5.00 3.75 9.08 12.9
GBBS 19.7 14.6 9.22 5.05 10.8 1.39 0.41 1.45 0.60 0.84 2.13
iSpan 21.7 n n n - 3.47 1.32 0.26 0.70 0.96 1.18

MultiStep 55.8 n n n - 1.23 0.30 2.16 0.92 0.93 1.35
Seq 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Fig. 1. The heatmap of relative speedup for parallel SCC algorithms over the sequential algorithm
using 96 cores (192 hyperthreads). Larger/white background means better. “Seq”= Tarjan’s algorithm [101].

The numbers indicate how many times a parallel algorithm is faster than Tarjan’s sequential algorithm (< 1

means slower). The baseline algorithms [35, 58, 98] are introduced in Sec. 6. “t”= timeout. “c”= crash. “n”= no

support. Strikethrough numbers mean a wrong number of SCCs reported. Complete results are in Tab. 3.

approach in existing BFS algorithms [35], which first process the frontier to count the size of the

next frontier and pre-allocate memory and then revisit the frontier to output vertices to the next

frontier. We present more details about this challenge in Sec. 2 and 3.3. To maintain the frontier

more efficiently (and correctly) in VGC, we propose a new data structure called the parallel hash
bag. It supports efficient insertion and extract-all operations for an unordered set structure and

dynamic resizing in an efficient manner. Our parallel hash bag is similar to a resizable hash table

but avoids copying on resizing. We maintain a multiple-level structure in exponentially growing

sizes. We use atomic operations to enable concurrent insertions and a sampling scheme to support

resizing. Our hash bag is theoretically-efficient and fast in practice. We describe the details of the

hash bag in Sec. 3.3.

Using these techniques, our new SCC approach achieves good performance on various graphs

(see Fig. 1), all widely used in real-world, including the largest publicly available graph (HL12)
with 3.6 billion vertices and 128 billion edges. Among all implementations, our SCC achieves the

best performance on 16 out of 18 graphs. As expected, our SCC performs particularly well on

large-diameter graphs (𝑘-NN and lattice graphs). Compared to the fastest running time among
existing parallel algorithms on each graph, our implementation is 2.3–12× faster on large-diameter

graphs, and up to 3.7× faster on low-diameter graphs. Our results show that the good performance

of our SCC mainly comes from VGC (using 3–200× fewer rounds than BFS, see Fig. 10) and hash

bags (see Fig. 9). Our code is publicly available at GitHub [106].

We believe that our proposed techniques are general and can be applied to many graph algo-

rithms. As proofs-of-concept, we apply the proposed techniques to two more algorithms: connected

components (CC) and least-element lists (LE-lists). Using our new techniques, our solutions outper-

form the state-of-the-art algorithms by up to 3.2× on CC and 10× on LE-lists. We overview these

problems in Sec. 5 and present the experimental results in Sec. 6.4.

The full version of this paper is available online [107]. We summarize our contributions as

follows.

(1) Two general techniques (vertical granularity control and parallel hash bag) to optimize the

performance of graph traversal.

(2) Fast implementations on SCC, CC, and LE-lists using the proposed techniques. Our SCC

algorithm greatly outperforms existing implementations.

(3) In-depth experimental evaluation of the problems and the optimizations in this paper across

multiple types of graphs.
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2 PRELIMINARIES

Notations and Computational Model. We use �̃� (𝑓 (𝑛)) to denote 𝑂 (𝑓 (𝑛) · polylog(𝑛)). We use

𝑂 (𝑓 (𝑛)) with high probability (whp) in 𝑛 to demote 𝑂 (𝑘 𝑓 (𝑛)) with probability at least 1 − 𝑛−𝑘
for 𝑘 ≥ 1. We omit “in 𝑛” with clear context. For a graph 𝐺 = (𝑉 , 𝐸), we denote 𝑛 = |𝑉 |,𝑚 = |𝐸 |,
and 𝐷 as the diameter of the graph.

This paper uses work-span (or work-depth) model for nested parallelism based on fork-join

and binary forking [17, 31] for theoretical analysis. We assume a set of threads that share the

memory. Each thread acts like a sequential RAM, plus a fork instruction to create two new child

threads running in parallel. When both children finish, the parent thread continues, implying a

synchronization. The computation can be executed by a randomized work-stealing scheduler in

practice. We assume unit-cost atomic operation compare_and_swap(𝑝, 𝑣old, 𝑣new) (or CAS), which
atomically reads the memory location pointed to by 𝑝 , and write value 𝑣new to it if the current value

is 𝑣old . It returns true if successful and false otherwise. An algorithm’s work is the total number of

instructions and the span (depth) is the length of the longest sequence of dependent instructions in

the computation. Our algorithm uses the scheduler in Parlaylib [14] to support fork-join parallelism.

Reachability Search. Given a directed graph 𝐺 = (𝑉 , 𝐸) and a set of source vertices 𝑆 ⊆ 𝑉 , a
(forward) reachability search finds the set of reachable pairs from any source {(𝑠, 𝑡) : 𝑠 ∈ 𝑆, 𝑡 ∈
𝑉 , 𝑠 { 𝑡}. We say a vertex 𝑣 is reachable from 𝑠 if 𝑠 { 𝑣 , and reachable to 𝑠 if 𝑣 { 𝑠 . We

define backward reachability search as searching in the reverse direction of the edges (i.e., on the

transpose graph 𝐺𝑇
). We use single-reachability search to refer to the case where |𝑆 | = 1, and

use multi-reachability search otherwise. Fig. 2 illustrates single- and multi-reachability searches.

Many SCC algorithms are based on reachability searches [10, 18, 30, 58, 89, 98, 103]. The key

idea is that 1) all vertices reachable both from and to a vertex 𝑣 are in the same SCC, and 2) two

vertices are in the same SCC iff. they have the same reachability information from any source.
Therefore, an edge (𝑢, 𝑣) is not in any SCC (and can be removed) if 𝑢 and 𝑣 have different

reachability information from any source. We call such edges cross edges. We present an example

in Fig. 2. We use a 2 × 2 lattice as the reachability information of a vertex (called the signature of
it). An edge connecting two vertices with different signatures is a cross edge, and can be removed.

Some theoretical results show that a single-reachability search can be done in �̃� (𝑚) work and

𝑜 (𝑛) span [43, 56]. However, the hidden terms in the bounds are large, and these algorithms are

unlikely to be practical. In practice, BFS with 𝑂 (𝑚) work is used for reachability searches [35, 98].

It works well on low-diameter graphs but performs poorly on large-diameter graphs. We review

parallel BFS algorithms for reachability search later in this section.

The BGSS Algorithm. Our parallel SCC solution uses the BGSS SCC algorithm [18] based on

reachability searches, as shown in Alg. 1. To achieve good parallelism while bounding the work,

the BGSS algorithm uses log𝑛 batches of reachability searches. The algorithm first randomly

permutes the vertices and groups them into batches of sizes 1, 2, 4, 8, ... in a prefix-doubling manner

(the multiplier is not necessary to be 2, but can be any constant 𝛽 > 1). In the 𝑖-th round, the

algorithm uses batch 𝑖 with 2
𝑖−1

vertices as the sources to run (forward and backward) multi-

reachability searches, marks SCCs, and removes cross edges. In this way, the BGSS algorithm takes

𝑂 (𝑊𝑅 (𝑛,𝑚) log𝑛) expected work and 𝑂 ((𝐷𝑅 (𝑛,𝑚) + log𝑛) log𝑛) span whp, where𝑊𝑅 (𝑛,𝑚) and
𝐷𝑅 (𝑛,𝑚) are the work, and span for a reachability search on a graph with 𝑛 vertices and𝑚 edges.

The BGSS algorithm was implemented by Dhulipala et al. as part of theGBBS library [35, 37], which
uses (multi-)BFS for reachability searches (see more details later). There are two SCC algorithms in

GBBS, and we refer to the RandomGreedy version, as it is faster in most of our tests.
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Fig(a): Single-reachability search on A
Fig(b): Multi-reachability search on andA G
Fig(c): Result after running step (b)

SCCs: {ABCK} {DEF} {GH} {I} {J} {L} Reachability Info Representation:
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mean reachable

reachable from A,       
not reachable to A;
not reachable from G, 
reachable to G
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Fig. 2. Example of single- and multi-reachability searches and reachability-based SCC algorithms.
The SCCs are {𝐴, 𝐵,𝐶, 𝐾}, {𝐷, 𝐸, 𝐹 }, {𝐺,𝐻 }, {𝐼 }, {𝐽 }, {𝐿}. (a). Single-reachability search results on 𝐴. (b).

Multi-reachability search results on 𝐴 and 𝐺 . The reachability information (or the signature) of a vertex is
shown as a 2× 2 lattice. (c). After running multi-reachability searches from𝐴 and𝐺 , we can identify two SCCs:

all orange vertices (reachable from and to 𝐴) and all green vertices (reachable from and to 𝐺). Two vertices

are in the same SCC only if they have the same signature. Thus, all cross edges (endpoints with different

signatures) are removed. Later steps in the algorithm only need to process the blue vertices and edges in (c).

Algorithm 1: The BGSS algorithm for parallel SCC [18]

Input: A directed graph 𝐺 = (𝑉 , 𝐸)
Output: The component label 𝐿[·] of each vertex.

1 𝐿 ← {−1, . . . ,−1}
2 Partition 𝑉 into log𝑛 batches 𝑃

1.. log𝑛 , where |𝑃𝑖 | = 2
𝑖−1

3 𝑉 ′ ← 𝑉

4 for 𝑖 ← 1, . . . , log𝑛 do
5 F ← {𝑣 ∈ 𝑃𝑖 ∩𝑉 ′} ⊲ Initial frontier

// MultiReach skips an edge (𝑢, 𝑣) if 𝐿(𝑢) ≠ 𝐿(𝑣)
6 𝐿out ← MultiReach(𝐺, 𝐿, F ) ⊲ Forward reachable pairs

7 𝐿in ← MultiReach(𝐺𝑇 , 𝐿, F ) ⊲ Backward reachable pairs

8 parallel_for_each 𝑖 ∈ 𝑉 ′ do
9 𝑅1 ← {𝑣 | (𝑣, 𝑖) ∈ 𝐿in} ⊲ Reachable to 𝑖

10 𝑅2 ← {𝑣 | (𝑣, 𝑖) ∈ 𝐿out } ⊲ Reachable from 𝑖

11 if 𝑅1 ∩ 𝑅2 ≠ ∅ then 𝐿[𝑖] ← max𝑣∈𝑅1∩𝑅2
𝑣 else 𝐿[𝑖] ← hash(𝐿[𝑖], 𝑅1, 𝑅2)

12 𝑉 ′ ← 𝑉 ′ \ {𝑖 | ∃(𝑣, 𝑖) ∈ 𝐿in ∩ 𝐿out }
13 return 𝐿

Parallel BFS. We briefly review parallel BFS, because it is used in previous work for reach-

ability search, and some of the concepts are also used in our algorithm. There are many BFS

algorithms (e.g., [13, 80, 113]). We review the version in Ligra [95], as it is widely-used in other

graph libraries [34–36], and more importantly, later extended tomulti-BFS that can be used in

multi-reachabilty searches needed by our SCC algorithm. We start with BFS from a single source
𝑠 ∈ 𝑉 (high-level idea in Alg. 2). The algorithm maintains a frontier of vertices to explore in each

round, starting from the source, and finishes in 𝐷 rounds. In round 𝑖 , the algorithm processes (visits
their neighbors) the current frontier F𝑖 , and puts all their (unvisited) neighbors to the next frontier

F𝑖+1. If multiple vertices in F𝑖 attempt to add the same vertex to F𝑖+1, a compare_and_swap is used

to guarantee that only one will succeed. In existing libraries [35, 95], processing F𝑖 involves visiting
all incident edges of F𝑖 twice. The first visit decides the successfully visited neighbors for each

𝑣 ∈ F𝑖 , and assigns the right size of memory in F𝑖+1 for each of them. The second visit lets each
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Algorithm 2: Framework of Parallel BFS

Input: A directed graph 𝐺 = (𝑉 , 𝐸) and a source 𝑠 ∈ 𝑉
1 F0 = {𝑠}
2 𝑖 ← 0

3 while F𝑖 ≠ ∅ do
4 Process all 𝑣 ∈ F𝑖 and their edges in parallel; put all their unvisited neighbors (but avoid

duplicates) to F𝑖+1
5 𝑖 ← 𝑖 + 1

𝑣 ∈ F𝑖 write these neighbors to F𝑖+1. We call this the edge-revisit scheme, and we will show how

our hash bag avoids the second visit and improve the performance.

This idea has been extended to multiple sources 𝑆 ⊆ 𝑉 with two changes [35]. First, a parallel

hash table 𝑇 [96] is used to maintain the reachability pairs (𝑣, 𝑠) where 𝑣 ∈ 𝑉 and 𝑠 ∈ 𝑆 . Second,
for each 𝑣 ∈ F𝑖 and its successfully visited neighbor 𝑢, we find all pairs (𝑣, 𝑠) from the hash table 𝑇 ,

and add (𝑢, 𝑠) to 𝑇 if (𝑢, 𝑠) ∉ 𝑇 . The number of reachability pairs generated by the BGSS algorithm

is proved to be 𝑂 (𝑛 log𝑛) whp [15].

One challenge of using parallel BFS for reachability queries is the large cost to create and

synchronize threads between rounds, which is especially expensive for large-diameter graphs

(more rounds needed). In this paper, we will show how our new techniques reduces the scheduling

overhead to achieve better parallelism.

3 FAST PARALLEL ALGORITHM FOR REACHABILITY
To implement an efficient parallel SCC algorithm, we use the BGSS algorithm to bound the work,

and present novel ideas for fast reachability search to enable high parallelism. In this section, we

present two main techniques in this paper: the vertical granularity control (VGC) with the hash
bag data structure. Our VGC optimization is designed to address the challenge of low parallelism

in computing SCC on sparse and large-diameter graphs. The goal is to enable a proper size for each

parallel task to hide the scheduling overhead. Our idea is to let each vertex search out multiple hops

in each parallel task, and thus the number of needed rounds in reachability searches is reduced.

The details of the local search is in Sec. 3.1. While the high-level idea sounds simple, this brings

up the challenge of non-determinism—each vertex may explore multiple hops and the explored

neighborhood depend on runtime scheduling, which results in some complication in generating the

frontier by the edge-revisit scheme (see Line 13). Therefore, we propose a data structure called the

parallel hash bag, to maintain the frontier more efficiently. Our hash bag is theoretically-efficient

and fast in practice, and more details are given in Sec. 3.3.

Combining both techniques, we achieve fast single- and multi-reachability searches. Plugging

them into Lines 6 and 7 in Alg. 1 gives a high-performance parallel SCC algorithm. We believe

that these techniques are general and useful in many graph algorithms. As proofs-of-concept, in

Sec. 5, we apply the proposed ideas to two more algorithms: connected components (CC) and least-

element lists (LE-lists), and show new algorithms with better performance. We present notation

and parameters used in this paper in Tab. 1.

3.1 Vertical Granularity Control
In this section, we present our vertical granularity control (VGC) optimization. As mentioned,

previous work [35] uses parallel BFS for reachability searches, where the number of rounds is

proportional to the diameter of the graph. On many real-world sparse graphs with large diameters,

both the frontier size and the average degree are small, which leads to two challenges. First, every

parallel task (roughly processing one vertex in the frontier) is small, and the cost of distributing
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General notations and vertical granularity control:
𝑛 The number of vertices in a graph.

𝑚 The number of edges in a graph.

𝑃 The number of processors available.

𝛽 The multiplier of prefix-doubling for SCC, LDD, and LE-List algorithms. Usually 𝛽 ∈ (1, 2]. We

use 𝛽 = 1.5 in our system.

𝜏 The threshold for vertical granularity control, which is the upper bound of visited neighborhood

size per node. We use 𝜏 = 512 as the default value.

Hash Bag:
𝜆 The first chunk size of hash bag. Theoretically, 𝜆 = Ω((𝑃 + log𝑛) log𝑛). We set 𝜆 = 2

10
.

𝜎 The threshold of the number of samples to trigger hash bag resizing. Theoretically, 𝜎 = Ω(log𝑛).
We use 𝜎 = 50 in our system.

Table 1. Notations used in this paper.

Note: The computational 
structures are executed top-down

(a) Classic Horizontal Granularity Control (HGC) (b) Our Vertical Granularity Control (VGC)

Parallel

For-loops

(e.g., each 

processing a 

frontier)

Run sequentially

Run
sequentially

Fig. 3. An illustration of (a) the classic horizontal granularity control (HGC) and (b) our new vertical
granularity control (VGC). We consider work-stealing schedulers. (a): The computation structure of parallel-

for or divide-and-conquer algorithms. HGC groups computation in the same level and run sequentially to

reduce scheduling overhead. (b): The computation structure of several rounds of parallel-for, each starting

from one thread and forking parallel tasks in a nested fashion. Each of them represents a round (processing a

frontier) in a parallel graph algorithm. VGC groups computations in different rounds, and run sequentially to

reduce scheduling overhead. It breaks the synchronization points and reduces the number of rounds.

the tasks to the processor can be much more than the actual computation. Second, the number of

rounds is large, resulting in many rounds of distributing and synchronizing threads.

Audiences familiar with parallel programming must know the concept of granularity control
(aka. coarsening), aiming to avoid the overhead caused by generating unnecessary parallel tasks.

For computations with sufficient parallelism, e.g., a parallel for-loop of size 𝑛 ≫ 𝑃 where 𝑃 is

the number of processors, most existing parallel software (e.g., [2, 14, 65]) will automatically stop

recursively creating parallel tasks at a certain subproblem size and switch to a sequential execution

(see Fig. 3(a)) to hide the scheduling overhead.We refer to this approach as the horizontal granularity

control (HCG) since it merges the computation on the same level (sibling leaf nodes in Fig. 3(a)).

Unfortunately, this idea does not directly apply to reachability searches or similar problems

on sparse graphs. HGC is used when there is excessive parallelism to saturate all processors.

However, when processing sparse graphs, the issue becomes that we have insufficient computation

(frontiers with small sizes) to saturate all processors for good parallelism, and grouping sibling

(horizontal) computation in the same round only makes it worse. To tackle this challenge, we
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Fig. 4. A possible execution of a local search. The initial frontier is {𝐴, 𝐵,𝐶} and 𝜏 = 4. 𝐴 successfully

visits one neighbor 𝐷 . As its local queue is not full, it then visits 𝐷’s neighbor 𝐵 (skipped) and 𝐽 . 𝐽 visits 𝐸 but

fails. No more vertex are left in 𝐴’s local queue. 𝐵 visits 𝐸, and 𝐸 visits 𝐾 and𝑀 . Then, 𝐾 visits 𝐿 and add it to

the queue. Now 𝐵’s queue is full. The unfinished vertices𝑀 and 𝐿 will be flushed to the next frontier. 𝐶 has

four (≥ 𝜏) neighbors, so we directly check all neighbors and add successful ones (𝐹 , 𝐺 , and 𝐻 ) to the next

frontier. We process 2-hop neighbors from the frontier in one round.

propose a novel and very different approach, referred to as vertical granularity control (VCG). The
high-level idea is still to increase each task size to hide the scheduling overhead, but we merge the

computation across different levels to acquire more work and saturate all processors in each round

(an example in Fig. 3(b)). In this way, we break the synchronization points and reduce scheduling

overhead. Note that this also means that VGC is unlikely to be automatic (unlike HGC)—breaking

the synchronization structures may significantly change the computation and needs a careful

redesign of the algorithm (in our case, we need the new data structure hash bag to deal with

non-determinism, see Sec. 3.3). In the rest of this section, we will show how to apply VGC to

reachability searches and achieve good parallelism. Our motivation is from some theory work for

parallel reachability algorithms.

Motivations from the Theory Work and Our Solution. To reduce the number of rounds in

BFS-like algorithms, many theoretical results use shortcuts [20, 28, 43, 56, 62, 93, 105] to reduce the

diameter of the graph. Unfortunately, these approaches can be impractical because they incur high

overhead for storing the shortcuts, increased memory footprint, and a significant preprocessing

cost (e.g., Fineman’s algorithm [43] has Ω(𝑚 log
6 𝑛) preprocessing work). Hence, these algorithms

are unlikely to beat the 𝑂 (𝑚) Tarjan’s sequential algorithm using modern computers with tens to

hundreds of processors.

To perform VGC without much overhead, we wish to add shortcuts without explicitly generating

them. Instead of shortcutting every vertex [20, 93], which can be costly, we only shortcut those

in the current frontier, so that a vertex in the frontier can perform some work in the next several

rounds “in advance”. Without shortcutting, visiting the same vertices may take multiple rounds

to finish. We wish to process the shortcuts locally and sequentially to avoid space overhead. For

each vertex 𝑣 being processed, we shortcut it to some (nearest) vertices reachable from 𝑣 on the

fly by a local search from 𝑣 , such that we do not need to store the shortcuts. Our local search is

similar to the sequential BFS algorithm. We maintain a local queue starting from 𝑣 and visit each

of its neighbor 𝑢. We will set all sources reachable to 𝑣 as reachable to 𝑢. If any of these sources 𝑠 is

new to 𝑢, we add (𝑢, 𝑠) as a reachable pair, and add 𝑢 to the tail of the local queue. We then move

to process the next vertex in the local queue. This process terminates when we have performed

“sufficient work” in the local search, and we discuss how to control the granularity in Sec. 3.2.

We call it the “local” queue since we allocate it in the stack memory that is not visible to other

processors. This avoids allocating arrays from the global memory (the heap space), which can

be costly (and complicated) in parallel. The local searches from different vertices in the frontier

are independent and in parallel with each other. The only information that one search needs is
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whether a vertex has been visited or not, which can be maintained using a boolean array (for

single-reachability) or a parallel hash table (for multi-reachability) that support atomic updates. As

such, all searches on the same processor can reuse the same stack space for different local queues.

Using VGC, we can reduce the number of rounds and thus the scheduling overhead since vertices

in multiple hops can be visited in one round. Fig. 10 shows that VGC reduces the number of rounds

in reachability searches by 3–200× and greatly improves performance.

Although our idea of using (on-the-fly) shortcuts for VGC is intuitive, two technical challenges

remain. The first is load balancing—vertices can have various degrees and neighborhood patterns,

and one vertex may explore a large neighborhood region sequentially. We discuss the control

of granularity (the local search size) in Sec. 3.2. The second is non-determinism. In VGC, each

vertex can search out several hops, and the explored region depends on runtime scheduling. Hence,

we cannot use the edge-revisit scheme in previous work (Line 13) since the second visit may

not perform the same computation as the first one. To tackle this, we propose the hash bag data

structure to efficiently maintain the frontier.

3.2 Control of Granularity
The goal to control granularity is to make each task large enough and hide the cost of scheduling it.

However, we cannot let them be arbitrarily large since they are executed sequentially and may

cause load-imbalance. We wish to let all threads perform (roughly) a similar amount of work. In

our implementation, we control the number of visited vertices in each local search by a parameter

𝜏 , including both successful and unsuccessful ones. This number provide an estimation of the

workload for each local search.

In particular, when processing a vertex 𝑣 in the frontier, we first check the number of 𝑣 ’s outgoing

neighbors. If it is more than 𝜏 , we process all its neighbors in parallel as in the standard way, since

we have sufficient work to do and no more shortcuts are needed. Otherwise, we start the local

search and maintain a counter 𝑡 starting from zero. When processing a vertex 𝑣 in the local queue,

we increment 𝑡 for every neighbor visited, successfully or unsuccessfully. Note that since the local

search is performed sequentially, there is no race condition in maintaining the counters. We stop

the local search either when the queue becomes empty (all possible vertices have been visited),

or when the counter reaches 𝜏 (this task is reasonably large). For all remaining vertices in the

local queue, we directly add them to the next frontier. Conceptually, we shortcut 𝑣 to the 𝜏 nearest

vertices that otherwise may need multiple rounds to reach. We present an illustration in Fig. 4. The

desired granularity can be controlled by the parameter 𝜏 .

Intuitively, we can choose the parameter 𝜏 empirically based on traditional HGC base-case size:

usually using base-case size around 1000 operations is sufficient to hide scheduling overheads.

We also experimentally study the value of 𝜏 in Sec. 6.3. Compared to plain BFS (no VGC used),

we noticed that the performance on most graphs (both large- and low-diameter graphs) except

three graphs improved using any 1 < 𝜏 ≤ 2
16
. Overall, the performance is not sensitive in a large

parameter space 2
6 ≤ 𝜏 ≤ 2

12
on almost all graphs. We simply set 𝜏 = 2

9
as the default value, which

is similar to the typical HGC threshold. One can control granularity using other measures such

as the number of generated reachability pairs or successfully visited vertices. We believe that the

measure of granularity is independent with the idea of VGC. We plan to explore more criteria to

control granularity for VGC in future work.

3.3 Parallel Hash Bag
As mentioned, VGC brings up the challenge of maintaining the frontier efficiently. Recall that

in parallel BFS, the “edge-revisit” scheme first visits all edges incident the frontier to decide the

successfully visited vertices, and then revisits all edges to output them to a consecutive array as
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1 struct Hashbag {
2 double 𝛼; // desired load factor
3 data* bag;
4 int *tail, *sample; // tail: tail of chunk 𝑖 ; sample: #samples of chunk 𝑖
5 int r = 0; // current chunk id
6 Hashbag(int n) { // constructor
7 allocate tail[] and sample[] of size ⌈log 𝑛+𝜆

𝛼
⌉; initialize sample[] and tail[] to 0;

8 tail[0] = 𝜆;

9 for (i = 1; i< ⌈log 𝑛+𝜆
𝛼
⌉; i++) tail[i] = tail[i-1]*2;

10 bag = new data[tail[i-1]];}

11 void insert(data k) {
12 r’ = r;
13 if (sampled successfully) {
14 // Lines 15−16: fetch_and_add using compare_and_swap
15 t = sample[r’];
16 while (!compare_and_swap(&sample[r’], t, t+1)) {
17 if (sample[r’] too large) { // current chunk is full
18 try_resize(r’);
19 return insert(k); } } }
20 i = random position in tail[r’-1]..tail[r’]
21 while (!compare_and_swap(&bag[i],∅,k)) {
22 i = next(i); // linear probe to find the next slot
23 if (has probed more than 𝜅 times) {
24 try_resize(r’);
25 return insert(k); } } }

26 void try_resize(int r’) {compare_and_swap(&r, r’,r’+1);}}

Fig. 5. Pseudocode for the hash bag.

the next frontier. Since the candidate of the next frontier F𝑖+1 are all neighbors of F𝑖 , we can use a

boolean flag to record the success information and let the second visit do the same computation

as the first time. However, with VGC, each vertex can search out several hops, and the order of

the searches is decided by the runtime scheduling. Note that the local queue is stored in the stack

space and discarded after the search. If we want to borrow the “edge-revisit” scheme in BFS, we

need to explicitly store the information of the local queues, which can be very costly. To tackle

this challenge, we propose a new data structure called parallel hash bag to maintain the frontier

efficiently, such that the next frontier can be generated by visiting the edges only once. Our hash

bag supports Insert, ExtractAll, and ForAll efficiently both in theory (work, span, and I/O) and

in practice. We start with defining the interface of hash bags:

• Insert(𝑣): add the element 𝑣 into the bag (resize if needed). It can be called concurrently by

different threads.

• ExtractAll(): extract all elements in the bag into an array and remove them from the bag.

• ForAll(): apply a function to all elements in the bag in parallel.

In hash bags, we require to know an upper bound 𝑛 of the total size, which is true for most

applications of hash bags (e.g., 𝑛 = |𝑉 | for maintaining frontiers). We pre-allocate 𝑂 (𝑛) number of

slots as an array bag to hold elements to be inserted. However, instead of directly using all the slots,

we only use a prefix of them with𝑂 (𝑠) in expectation, where 𝑠 is the current number of elements in

the bag. This guarantees the efficiency for ExtractAll and ForAll since we only need to touch

𝑂 (𝑠) space to process 𝑠 elements. The problem then boils down to maintaining the right size of the

used prefix and how to “resize” efficiently.

We show (part of) the pseudocode of hash bags in Fig. 5 and an illustration in Fig. 6. The size of

the bag is preset as Θ(𝑛/𝛼), where 𝛼 is the desired load factor and 𝑛 is the upper bound of total
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… … … … …

CAS (&𝑟, 2, 3) when sample[2] hits 50

insert: CAS to a random position
If sampled, FAA to sample[r] by 1

insert insert

Current
chunk id
𝑟 = 2

tail[0]=𝜆
sample[0]=50

tail[1]=2𝜆
sample[1]=51

tail[2]=4𝜆
sample[2]=50

tail[3]=8𝜆
sample[3]=0

CAS = compare_and_swap
FAA = fetch_and_add

Fig. 6. Parallel Hash Bag. The hash bag is a preallocated array of size𝑂 (𝑛), split into chunks of exponentially
grown sizes, starting from 𝜆. tail [𝑖] is the last index to use for chunk 𝑖 . The current chunk id is 𝑟 . An Insert

puts the element to a random position in the current chunk (linear probe for conflict/collision). Each element

is sampled at a certain rate. sample[𝑖] is the number of samples in chunk 𝑖 . When the sample[𝑟 ] reaches a
threshold (𝜎 = 50 in this example), we resize it by CAS 𝑟 to 𝑟 + 1.

size as mentioned before. We conceptually divide the bag into chunks and use them one by one. A

resizing means moving to the next chunk for use. The chunks have doubling sizes of 𝜆, 2𝜆, 4𝜆 ...,

where 𝜆 is a parameter for the first chunk size. At initialization, we set up an array tail [·] , where
tail [𝑖] is the end index of the 𝑖-th chunk. We use a variable 𝑟 to indicate the current in-use chunk

id, starting from 0. Elements are always inserted into the 𝑟 -th chunk (indices from tail [𝑟 − 1] to
tail [𝑟 ] for 𝑟 ≥ 1).

An Insert randomly selects an empty slot in this chunk (Line 20), attempts to put the element

in this slot using CAS, and linear probes if the CAS fails (Lines 21–22). Note that different from

the hash table, the Insert on hash bags does not check duplicates, but all applications in our

paper (maintaining frontiers) can ensure that no duplicates will be added to the bag. For example,

duplicates can be checked before calling Insert, e.g., using a boolean flag for each vertex to indicate

if it is in the frontier (the array visit in Alg. 3, details explained below).

To efficiently decide when resizing is needed, we use a sampling strategy to estimate the size of

the hash bag. We use sample[·] to count the number of samples in chunk 𝑖 , and resize when the

number of samples hits 𝜎 . We fix 𝜎 for all chunks, but set sample rate accordingly for each chunk

as 𝜎/𝛼 divided by the chunk size. Conceptually, this means to trigger a resize once the load factor

goes beyond 𝛼 . The larger the chunk is, the smaller the sampling rate is. Theoretically, getting

accurate estimations requires 𝜎 = Ω(log𝑛).
In Insert, we sample the element with the current rate. If sampled successfully, we incre-

ment sample[𝑟 ] (𝑟 is the current chunk) by 1 atomically by CAS (conceptually this is an atomic

fetch_and_add operation). When sample[𝑖] hits 𝜎 , a constant fraction of this chunk is full whp, so
a resizing attempt is triggered (try_resize). Also, when we linear probe for more than a certain

number of times, we also trigger a resizing (although this should be rare). In both cases, we resize

by increasing 𝑟 by 1 using a CAS, and call Insert again to add this element to the new chunk.

ExtractAll and ForAll are applied to all elements in bag[·] up to the current chunk 𝑟 (indices

from 0 to 𝑡𝑎𝑖𝑙 [𝑟 ]). ExtractAll uses a standard parallel pack [55] to output all (non-empty) elements

in an array and remove them from the bag in parallel. ForAll calls a parallel for-loop to apply the

function on all elements (skip the empty slots).

We present the framework on using a hash bag 𝐻 for reachability query in Alg. 3. Given the

current frontier F𝑖 , we will visit all vertices in F𝑖 in parallel and perform local searches from them.

We use an array of boolean flags visit [·] to record whether each vertex has been visited. When a

vertex 𝑣 ∈ F𝑖 visits a vertex 𝑢, we will use CAS to set visit [𝑢] as true (Line 9). As mentioned, CAS
guarantees that only one concurrent visit to 𝑢 will succeed. Note that if visit [u] is already true, this
if-condition will also fail, which guarantees no duplicates in the hash bag. If the CAS succeeds, we
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Algorithm 3: Parallel Single-Reachability Using Hash Bags

Input: A directed graph 𝐺 = (𝑉 , 𝐸) and a set sources 𝑆 ∈ 𝑉
1 F0 = 𝑆
2 visit [𝑣] ← false for all 𝑣 ∈ 𝑉 except visit [𝑠] ← 𝑡𝑟𝑢𝑒

3 𝑖 ← 0

4 𝐻 ← Hashbag() ⊲ initial 𝐻 as an empty hash bag

5 while F𝑖 ≠ ∅ do
6 parallel_for_each 𝑣 ∈ F𝑖 do
7 Visit 𝑣 ’s neighborhood, use local search if applicable

8 foreach 𝑢 visited by 𝑣 do ⊲ Processing a reachability pair (𝑣,𝑢)
9 if compare_and_swap(&visit [𝑢], false, true) then 𝐻.Insert(𝑢) (*)

10 F𝑖+1 ← 𝐻.ExtractAll() ⊲ pack elements and clean the bag

11 𝑖 ← 𝑖 + 1
12 (*): Note: vertices visited within local searches will not be added

call Insert(𝑢) to add 𝑢 to the hash bag. Note that if local search is enabled, vertices visited within

the local search are not added to the next frontier (see details in Sec. 3.1). We omit such cases in the

pseudocode for simplicity. Finally, when we finish exploring all the vertices in F𝑖 , we extract (emit

and clean) all vertices from the hash bag to form the next frontier (Line 10).

Theoretical Analysis of Hash Bags. We now show the cost bounds of the hash bag.

Theorem 3.1. For a parallel hash bag of total size 𝑛 and first chunk size 𝜆 = Ω((𝑃 + log𝑛) log𝑛),
inserting 𝑠 elements using 𝑃 processors costs 𝑂 (𝑠) expected work and 𝑂 (log 𝑠 log𝑛) span whp, and
listing or packing 𝑠 elements uses 𝑂 (𝑠 + 𝜆) work and 𝑂 (log 𝑠) span, both whp, with mild assumptions
(see below).

Wewill provide the formal proof in the full version of this paper [107]. In the analysis, we assume

the threads are loosely synchronized, where between two consecutive executions of Line 16, other

processors can execute at most a constant number of instructions. This assumption is reasonable in

practice and is used in analyzing other parallel algorithms such as the analysis of the work-stealing

scheduler [3, 48]. Note that the value 𝑃 is usually a small number (up to hundreds) in practice,

and can generally be considered as polylogarithmic of input size 𝑛. In practice, we set 𝜆 = 2
10
and

𝜎 = 50. We pick 𝜎 = 50 since it is close to log𝑛. We use 𝜆 = 2
10
since our analysis indicates 𝜆 should

roughly be log
2 𝑛. We tested 𝜆 for a large range and it affected the running time minimally for

2
8 ≤ 𝜆 ≤ 2

16
, so we simply use a single value for all tests.

Our experiments show that hash bags are fast in practice due to the space efficiency and fewer

memory accesses. Although we design hash bags for VGC, our experiments show that hash bag

itself also improves the algorithms’ performance because it avoids scanning the frontier twice.

When applying it to LE-lists (see Sec. 5.2), where we can use hash bags but not VGC, we also achieve

up to 10× speedup over existing implementations.

4 IMPLEMENTATION DETAILS
We use the techniques in Sec. 3 (VGC with hash bags) to implement reachability searches in the

BGSS algorithm for SCC (Alg. 1). This section further presents some details in the implementation.

Many of these ideas are also adopted in other recent parallel SCC implementations or graph

libraries [35, 51, 58, 74, 98]. We summarize the cost of our implementation in five categories:

trimming, first SCC,multi-search, labeling, and hash table resizing. In Sec. 6.2, we show a

running time breakdown based on these five categories.
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4.1 Trimming. The algorithm first filters all vertices with zero in- or out-degrees, since they must

be in isolated SCCs. It is used in almost all existing SCC implementations.

4.2 Finding the first SCC.As the first reachability search in BGSS only contains one source, we use
single-reachability to find the first SCC, and use the standard dense-backward [12, 95] optimization.

This optimization is designed for single-BFS when the frontier is large. Instead of checking all the

out-edges from F𝑖 , the dense mode checks each unvisited vertex 𝑢 and its in-neighbors. If any of

𝑢’s in-neighbor is in the previous frontier F𝑖 , 𝑢 must be reachable from the source, and we can

skip the rest of the edges incident 𝑢 to save work. We refer to this optimization as dense mode,
and the aforementioned approach as sparse mode. We note that dense mode does not work in

multi-reachability searches—even if we find a neighbor of 𝑢 in F𝑖 , we cannot skip the rest of the

neighbors since they may come from different sources than 𝑣 . Therefore, we only use dense mode

in single-reachability searches.

4.3 Multi-reachability search. Next, we start (log𝑛) − 1 batches of multi-reachability searches

in both forward and backward directions, where round 𝑖 uses 2𝑖 sources (Lines 6–7). During the

multi-reachability search, we need a hash table to identify the duplicate reachability pairs. We

use the phase-concurrent hash table [96]. To avoid high overhead in hash table resizing, we use a

heuristic to estimate the hash table size, which is discussed below in Sec. 4.5.

4.4 Labeling. After finding all reachability pairs, we mark all vertices strongly connected with any

source as finished, and label them using the largest vertex id in this SCC (Line 11). For the other

vertices, we need to compute their “signatures” of reachability to determine cross edges. We do this

also by setting a label for them (Line 11), which is a hash value of the set of vertices reachable from

and to 𝑣 (combining 𝑅1, 𝑅2 with its current label). In this way, two vertices with different labels are

in different SCCs. We set the hash value also as the largest vertex id among all vertex reachable

from or to 𝑣 . To avoid the cost of explicitly removing the cross edges, we just skip cross edges in

later reachability searches if the endpoints have different labels.

4.5 Heuristic for hash table resizing. The phase-concurrent hash table [96] requires knowing

the upper bound of the size before concurrent insertions. With VGC, we do not know a tight upper

bound of the number of reachability pairs (𝑣, 𝑠), since 𝑣 can be several hops away from 𝑠 , and the

number of possible pairs can be large. Instead, we compute the number of pairs 𝑎 in the previous

frontier and the number of unfinished vertices 𝑏, and use max(0.3𝑏, 1.5𝑎) and round it up to the

next power of 2 as the next hash table size. We resize our hash table once an insertion probes too

many times. This heuristic is inspired by recent analyses of the BGSS algorithm in [15]. As shown

in Fig. 9, on many graphs, resizing hash tables is costly. Our heuristic effectively reduces this cost.

5 OTHER RELEVANT ALGORITHMS
The two general techniques (VGC and parallel hash bag) introduced in Sec. 3 are general. In this

section, we use them to accelerate two other graph algorithms. In particular, in Sec. 5.1 we show how

to apply these techniques in a parallel graph connectivity algorithm, and in Sec. 5.2 we show that

using hash bags in the algorithm for least-element lists can lead to significantly faster performance.

5.1 Connected Components (CC)
Graph connectivity is one of the most widely-studied graph problems. A recent framework Con-
nectIt [36] implemented over 232 shared-memory parallel algorithms, based on numerous previous

studies both theoretically [8, 16, 23, 35, 54, 94, 95, 97, 100] and practically [13, 16, 35, 36, 95, 97].

Since connectivity is not the main focus of this paper, we picked one of the algorithms from

ConnectIt, referred to as “LDD-UF-JTB”, as a proof-of-concept to show the effectiveness and

generality of the new techniques in this paper. We note that none of the algorithms in ConnectIt
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Algorithm 4: LDD-UF-JTB Algorithm for Connectivity [97]

Input: A graph 𝐺 = (𝑉 , 𝐸) with 𝑉 = {𝑣1, . . . , 𝑣𝑛}
Output: The connectivity labels 𝐿(·) of 𝑉

1 𝐿 ← LDD(𝐺)
2 parallel_for_each (𝑣,𝑢) ∈ 𝐸 do
3 if Find(𝐿(𝑣)) ≠ Find(𝐿(𝑢)) then Union(𝐿(𝑣), 𝐿(𝑢))
4 return 𝐿(·)
5 Function LDD(𝐺 = (𝑉 , 𝐸))
6 Set visit [𝑣] ← false and 𝐿(𝑣) ← 𝑣 for all 𝑣 ∈ 𝑉
7 𝐵 ← Permute 𝑉 and group vertices into 𝑂 (log𝑛) batches in exponentially increasing sizes

8 𝐹 ← 𝐵1

9 Set visit [𝑣] ← true for all 𝑣 ∈ 𝐵1
10 for 𝑖 ← 2, . . . , |𝐵 | do
11 𝐹 ′ ← ∅
12 parallel_for_each 𝑣 ∈ 𝐹 do
13 parallel_for_each 𝑢 : (𝑢, 𝑣) ∈ 𝐸, visit [𝑢] = false do
14 visit [𝑢] ← true
15 𝐿(𝑢) ← 𝐿(𝑣)
16 Add 𝑢 to 𝐹 ′

17 𝐹 = 𝐹 ′ ∪ {𝑣 | 𝑣 ∈ 𝐵𝑖 and visit [𝑣] = false}
18 Set visit [𝑣] ← true for all 𝑣 ∈ 𝐵𝑖
19 return 𝐿(·)

has overwhelming advantages on all graphs. LDD-UF-JTB is one of the fastest algorithms, and our

new version accelerates it by up to 3.2× compared to the original version in ConnectIt.
LDD-UF-JTB has two major components: the first step uses low-diameter decomposition

(LDD) [76], and the finishing step uses the union-find structure by Jayanti et al. [57]. We apply

our new techniques to the LDD step. An LDD of a graph means to find a decomposition (partition

of vertices) of the graph where each component has a low diameter and the number of edges

crossing components is small. This LDD step first randomly permutes all vertices, and then starts

with a single source and searches out using BFS. Then in later rounds, new sources are added to

the frontier (Line 17) in exponentially increasing batches (Line 7) along with the execution of BFS

(Line 12 to Line 16). In our implementation, we increase the batch sizes by 1.2× in each round.

Our implementation replaces the BFS in ConnectIt with the more efficient reachability algorithm

with VGC optimization and the parallel hash bag. Similar to SCC, we do not need the BFS ordering

in computing connectivity, so replacing BFS with (undirected) reachability searches is still correct.

In this case, our algorithm can explore more vertices in one round, which leads to fewer rounds

and better parallelism. LDD has only 𝑂 (log𝑛) rounds (Line 10), so it is already reasonably fast. By

using local search and parallel hash bag, we further improve its performance by 1.67× (geometric

mean on all graphs). We present the experimental details in Sec. 6.4.

5.2 Algorithm on Least-Element Lists (LE-Lists)
Given an undirected graph𝐺 = (𝑉 , 𝐸) with 𝑉 = {𝑣1, . . . , 𝑣𝑛} in a given random total order, a vertex

𝑢 is in vertex 𝑣 ’s least-element list (LE-list) if and only if there is no earlier vertex than 𝑢 in 𝑉

that is closer to 𝑣 [27]. More formally, for 𝑑 (𝑢, 𝑣) being the shortest distance between 𝑢 and 𝑣 , the

LE-lists of 𝑣𝑖 is:

𝐿(𝑣𝑖 ) =
{
𝑣 𝑗 ∈ 𝑉 | 𝑑 (𝑣𝑖 , 𝑣 𝑗 ) < min1≤𝑘< 𝑗 𝑑 (𝑣𝑖 , 𝑣𝑘 )

}
(1)

sorted by 𝑑 (𝑣𝑖 , 𝑣 𝑗 ).
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Algorithm 5: BGSS Algorithm for LE-Lists [18]

Input: A graph 𝐺 = (𝑉 , 𝐸) with 𝑉 = {𝑣1, . . . , 𝑣𝑛}
Output: The LE-lists 𝐿(·) of 𝐺

1 Set 𝛿 (𝑣) ← +∞ and 𝐿(𝑣) ← ∅ for all 𝑣 ∈ 𝑉
2 Partition 𝑉 into log𝑛 batches 𝑃

1.. log𝑛 , where |𝑃𝑖 | = 2
𝑖−1

3 for 𝑖 ← 1, . . . , log𝑛 do
4 Apply multi-BFS from vertices in 𝑃𝑖 , and let 𝑆 = {⟨𝑢, 𝑣, 𝑑 (𝑣,𝑢)⟩ | 𝑣 ∈ 𝑃𝑖 , 𝑑 (𝑣,𝑢) < 𝛿 (𝑢)}
5 parallel_for_each ⟨𝑢, 𝑣, 𝑑⟩ ∈ 𝑆 do 𝛿 (𝑢) ← min{𝛿 (𝑢), 𝑑}
6 𝐿′ (𝑢) ← {(𝑢, 𝑣, 𝑖) ∈ 𝑆}
7 Sort 𝐿′ (𝑢) based on the distances in decreasing order, filter out triples that violate constraints, and

append 𝑣 (the second element) to 𝐿(𝑢)
8 return 𝐿(·)

LE-lists have applications in estimating the influence of vertices in a network [25, 29, 40],

estimating reachability set size [61, 85], and probabilistic tree embeddings of a graph [19, 60], which

further have numerous applications. In this paper, we focus on the unweighted LE-lists algorithm,

so the distances can be computed by BFS.

The state-of-the-art parallel algorithm to compute LE-list is the BGSS algorithm (in the same

paper as the BGSS SCC algorithm [18]). A pseudocode is given in Alg. 5. It first permutes the

vertices 𝑉 , divides 𝑉 into log
2
𝑛 batches of size 1, 2, 4, 8, ..., and processes one batch at a time.

A tentative distance 𝛿 (·) is maintained for each vertex, initialized as +∞. In each batch, it runs

multiple BFS from all vertices in the batch simultaneously, based on 𝛿 (·) from the previous batch.

For a vertex 𝑣 ∈ 𝑉 , if its search reaches 𝑢 using a distance smaller than 𝛿 (𝑢), the algorithm add

⟨𝑢, 𝑣, 𝑑 (𝑣,𝑢)⟩ to a set 𝑆 . Finally, we use 𝑆 to update the tentative distance 𝛿 (·) in this round (Line 5),

and the LE-list of each vertex (Lines 6 and 7). Blelloch et al. showed that running multi-BFS in

log
2
𝑛 batches enables parallelism, while the work is asymptotically the same. Each LE-list has

size𝑂 (log𝑛) whp, and the entire algorithm runs𝑂 (𝑚 log𝑛) time. A preliminary implementation is

given in ParlayLib [14], using multi-BFS discussed in Sec. 2.

We note that we can use the parallel hash bag introduced in Sec. 3.3 to maintain the frontier in the

multi-BFS, which avoids the second visit in multi-BFS. VGC is not directly applicable here because

the BFS order is required. In addition, we use a parallel hash table [96] to check if a source-target

pair is already visited. In the round 𝑖 , if a source vertex 𝑣 in the current batch reaches𝑢 by a distance

shorter than 𝛿 [𝑢], and if (𝑣,𝑢) are not in the hash table, we insert (𝑣,𝑢) to the hash table and hash

bag, and pack the hash bag as the next BFS frontier. We insert all such triples (𝑢, 𝑣, 𝑖) to a set 𝑆

(Line 4), where 𝑣 and 𝑢 are described as above, and 𝑖 is the current round (which is also the distance

between 𝑢 and 𝑣). Our parallel LE-lists implementation outperforms the existing implementation

from ParlayLib (from the authors of the BGSS LE-lists algorithm) by 4.34× on average.

6 EXPERIMENTS

Setup.We run our experiments on a 96-core (192 hyperthreads) machine with four Intel Xeon Gold

6252 CPUs and 1.5 TB of main memory. We implemented all algorithms in C++ using ParlayLib [14]
for fork-join parallelism and parallel primitives (e.g., sorting). We use numactl -i all for parallel

tests to interleave the memory pages across CPUs in a round-robin fashion. All reported numbers

are the average running time of the last five out of six runs.

We use 𝜏 = 2
9
in all tests except for those in Fig. 11 which studies the choice of 𝜏 . We tested 18

directed graphs, including social networks, web graphs, 𝑘-NN graphs, and lattice graphs. All social,

web, and 𝑘-NN graphs are real-world graphs, with up to 3.6 billion vertices and up to 128 billion
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𝒏 𝒎 𝑫 |SCC1 | |SCC1 |% #SCC Notes

So
ci
al LJ 4.85M 69.0M 16 3,828,682 78.98% 971,232 soc-LiveJournal1 [9]

TW 41.7M 1.47B 65 33,479,734 80.38% 8,044,729 Twitter [63]

W
eb

SD 89M 2.04B 241 47,965,727 53.74% 39,205,039 sd_arc [75]

CW 978M 42.6B 666 774,373,029 79.15% 135,223,661 ClueWeb [75]

HL14 1.72B 64.4B 793 320,754,363 18.60% 1,290,550,195 Hyperlink14 [75]

HL12 3.56B 129B 5275 1,827,543,757 51.28% 1,279,696,892 Hyperlink12 [75]

K
N
N

HH5 2.05M 10.2M 980 257,914 12.59% 94,010 Household [41, 108], 𝑘=5

CH5 4.21M 21.0M 4550 497,331 11.82% 248,227 CHEM [45, 108], 𝑘=5

GL2 24.9M 49.8M 4142 5,368 0.02% 9,705,931 GeoLife [108, 114], 𝑘=2

GL5 24.9M 124M 12059 860,403 3.46% 3,198,626 GeoLife [108, 114], 𝑘=5

GL10 24.9M 249M 4531 3,042,330 12.23% 326,811 GeoLife [108, 114], 𝑘=10

GL15 24.9M 373M 5491 3,239,156 13.02% 187,646 GeoLife [108, 114], 𝑘=15

GL20 24.9M 498M 5275 3,336,963 13.41% 128,021 GeoLife [108, 114], 𝑘=20

COS5 321M 1.61B 1148 301,413,787 93.88% 2,273,690 Cosmo50 [64, 108], 𝑘=5

La
tt
ic
e SQR 100M 300M 10002 99,101,606 99.10% 829,495 2D grid 10

4 × 104
REC 10M 30M 5946 9,890,647 98.91% 101,059 2D grid 10

3 × 104
SQR’ 100M 120M 51 58 0.00% 78,052,793 sampled SQR

REC’ 10M 12M 80 42 0.00% 7,819,050 sampled REC

Table 2. Graph information. 𝑛 = number of vertices.𝑚 = number of edges. 𝐷 = estimated diameter (a lower

bound of the actual value). |SCC1 | = largest strongly connected component (SCC) size. |SCC1 |% = |SCC1 |/𝑛,
ratio of the largest SCC. #SCC = number of SCCs.

edges. The lattice graphs are generated by a similar model in [32], which uses SCC to study the

percolation on isotropically directed lattices. Basic information on the graphs is given in Tab. 2. For

social graphs, we use LiveJournal (LJ) [9] and Twitter (TW) [63]. For web graphs [75], we use sd-arc
(SD), ClueWeb (CW), Hyperlink12 (HL12) and Hyperlink14 (HL14). 𝑘-NN graphs are widely used in

machine learning algorithms [24, 46, 50, 59, 71, 72, 82, 90, 102]. In 𝑘-NN graphs, each vertex is a

multi-dimensional data point and has 𝑘 edges pointing to its 𝑘-nearest neighbors (excluding itself).

We use Household with 𝑘 = 5 (HH5) [41, 108], Chemical with 𝑘 = 5 (CH5) [45, 108], GeoLife with
𝑘 = 2, 5, 10, 15, 20 (GL2, GL5, GL10, GL15, GL20) [108, 114], and Cosmo50 with 𝑘 = 5 (COS5) [64, 108].

We also created four lattice graphs [32], including two 10
4 × 104 2D-lattices (SQR and SQR’), and

two 10
3 × 104 2D-lattices (REC and REC’). Each row and column in the lattice graphs are circular.

In SQR and REC, for each vertex 𝑢 and its adjacent vertex 𝑣 , we add a directed edge from 𝑢 to 𝑣

with probability 0.5, and from 𝑣 to 𝑢 otherwise, then remove duplicate edges. In SQR’ and REC’, for

each vertex 𝑢 and each of its adjacent vertex 𝑣 , we create an edge from 𝑢 to 𝑣 with probability 0.3,

and from 𝑣 to 𝑢 with probability 0.3, and create no edge with probability 0.4, then remove duplicate

edges. To test our connectivity and LE-lists algorithms, we symmetrize all 18 directed graphs and

use 4 more real-world undirected graphs, com-orkut (OK) [112], Friendster (FT) [112], RoadUSA

(USA) [1], and Germany (GE) [1]. Graph details are given in Tab. 4.

We call the social and web graphs low-diameter graphs as they usually have low diameters

(roughly polylogarithmic in 𝑛). We call the 𝑘-NN and lattice graphs large-diameter graphs as their
diameters are large (roughly Θ(

√
𝑛)). When comparing the average running times across multiple

graphs, we always use the geometric mean.
Baseline Algorithms. We call all existing algorithms that we compare to the baselines. We

compare the number of SCCs and the largest SCC size reported by each algorithm with SEQ to

verify correctness. For SCC, we compare to GBBS [35, 37], iSpan [58], and Multi-step [98]. GBBS
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Ours GBBS Other Benchmarks 𝑻best
par. seq. spd. par. seq. spd. iSpan MS SEQ / ours

So
ci
al LJ 0.038 1.06 27.7 0.118 1.44 12.1 0.05? 0.14 2.90 1.30

TW 0.226 14.3 63.2 0.387 19.7 50.9 c 1.32 71.7 1.71

W
eb

SD 1.96 104 53 5.2 110 21.0 4.78? 1.86 104 0.95

CW 17.6 1189 67.4 40.4 1,166 28.9 n n 589 2.29

HL14 20.6 1622 78.8 67.3 2,041 30.3 n n 620 3.27

HL12 95.5 8528 89.3 361 7,022 19.5 n n 1,822 3.78

K
N
N

HH5 0.208 3.1 14.9 3.95 3.51 0.89 0.79 2.21 0.45 2.16

CH5 0.557 5.83 10.5 8.39 5.84 0.70 2.15 17.6 0.43 0.77

GL2 0.598 39.1 65.3 3.00 82.4 27.5 t 8.36 3.39 5.01

GL5 0.865 45.8 53 10.5 91.0 8.69 t 19.1 4.83 5.58

GL10 1.49 61.6 41.4 12.3 76.5 6.24 35.2 7.14 9.3 4.79

GL15 2.09 75.5 36.1 13.7 84.5 6.15 29.4 10.6 11.3 5.06

GL20 2.38 86 36.1 14.5 96.6 6.68 27.3 12.3 13.3 5.18

COS5 3.22 284 88.2 12.0 367 30.7 t 57.4 189 3.72

Sy
nt
he

ti
c SQR 0.577 24.7 42.8 11.1 28.5 2.57 4.45? 12.6 15.5 7.72

REC 0.117 2.08 17.8 3.82 2.14 0.56 1.19? 5.24 1.57 10.2

SQR’ 1.38 105 76.3 4.76 243 51.0 26.4? 3.19 6.90 2.31

REC’ 0.159 9.38 59 1.00 18.7 18.8 0.85? 0.64 0.60 3.75

Table 3. The running times (in seconds) of all tested algorithms on SCC. “iSpan” = iSpan algorithm [58].

“MS” = Multi-step algorithm [98]. “SEQ” = classic sequential SCC [101]. “par.” = parallel running time (on 192

hyperthreads). “seq.”= sequential running time. “spd.”= self-relative speedup. “?”= number of SCCs is different

from other implementations. “t”= timeout (more than 5 hours). “c”= crash. “n”= no support. We set 𝜏 = 2
9
.

The fastest runtime for each graph is underlined. Red numbers are parallel running times slower than SEQ.

also implements the BGSS algorithm, so we also compare our breakdown and sequential running

times with GBBS. We also implemented and compared to Tarjan’s sequential SCC algorithm [101].

We call it SEQ . On six graphs, iSpan’s results are off by 1, noted with “?” in Tab. 3. (We communicated

with the authors but could not correct it.) Multi-step and iSpan do not support CW, HL12, and

HL14 because they have more than 2
32
edges. For connectivity, we apply our two techniques to

the LDD-UF-JTB algorithm in ConnectIt [36, 36] and compare it to the original implementation

in ConnectIt. For LE-lists, we compare to ParlayLib, which is the only public parallel LE-lists

implementation to the best of our knowledge.

We first summarize the overall performance of the algorithms and scalability tests in Sec. 6.1.

Next, we show some experimental studies on performance breakdown in Sec. 6.2, and an in-depth

study of VGC in Sec. 6.3. Finally, we provide a brief summary of our experimental results for

connectivity and LE-lists in Sec. 6.4.

6.1 Overall Performance
We show the running times in Tab. 3 and a heatmap in Fig. 1. We mark the parallel running

times slower than the sequential algorithms in red in Tab. 3. Our implementation is almost always

the fastest except on SD and CH5. On CH5, we are 23% slower than SEQ . CH5 has a very large

diameter (4000+) compared to its small size (4M vertices), and none of the parallel implementations

outperform SEQ . On SD, we are only 4% slower thanMulti-stepwith 𝜏 = 2
9
. SD is one of the graphs

that are dense and potentially has good parallelism, and thus may prefer smaller 𝜏 . As we will show

in Fig. 11, using 𝜏 ≤ 2
8
will achieve a better performance than all existing implementations on SD,
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Fig. 7. Speedup over Tarjan’s sequential algorithm for different
algorithms on different numbers of processors. Larger is better. The
red horizontal line shows the running time of Tarjan’s algorithm. We omit

an algorithm on a graph in cases of crash/timeout/no support.

Fig. 8. Self-relative speedup
on different processor
counts, with 𝜏 = 2

9
on six

graphs. 𝑦-axis the self speedup.

but we keep the results in Tab. 3 all using 𝜏 = 512 for simplicity. The highlighted columns in Tab. 3

show the speedup of our algorithms to the best baseline (including SEQ) on each graph. Compared

to the best baseline, we are up to 10.2× faster and 3.1× faster on average. All the implementations

perform favorably on all low-diameter graphs (5–317× faster than SEQ). Conceptually, all parallel

implementations first use BFS-like algorithms to find the largest SCC. On all but one low-diameter

graph, the largest SCC contains more than 50% vertices. Therefore, using a parallel BFS (with

optimizations such as dense modes) gives decent performance. Even so, using hash bags and VGC

still gives good performance on low-diameter graphs, and we are faster (up to 3.8×) than the best

baseline on all but one graphs. One interesting finding is that on TW, our implementation, GBBS,
and Multi-step are faster than SEQ even running sequentially. Similar trends (running the parallel

algorithm sequentially is faster than the classic sequential algorithm) have been observed in other

BFS-like graph algorithms [95]. This is mostly due to the dense-mode optimization as described in

Sec. 4.2. When the frontier size is large, triggering the dense mode can skip many edges, so the

number of visited edges can be fewer than Θ(𝑚) as in the standard sequential solution. Another

reason is that our implementation (and GBBS’s) using BFS is more I/O-friendly than Tarjan’s

DFS-based algorithm.

Our algorithm has dominating advantages on large-diameter graphs. On 𝑘-NN and lattice graphs,

existing parallel implementations are slower than the sequential algorithms in 24 out of 36 tests. If

we take the average time of the baseline parallel algorithms for 𝑘-NN and lattice graphs, all of them

are slower than SEQ (see the “MEAN” columns in Fig. 1). In comparison, our implementation is 5.3×
better than SEQ on 𝑘-NN graphs and 9.1× better on lattice graphs. We believe the high performance

is from good parallelism. We study the scalability of our algorithm in the next paragraph.

Scalability Tests.We show the speedup of four algorithms (ours, GBBS, iSpan,Multi-step) over
the sequential Tajan’s algorithm on six representative graphs in Fig. 7. We vary the number of

processors from 1 to 96h (192 hyperthreads). The red horizontal dot lines represent the running

time of Tarjan’s algorithm (SEQ), above which means faster than Tarjan’s algorithm.

On low-diameter graphs (TW, SD, and CW), all algorithms show reasonably good speedup. On

large-diameter graphs (SQR’, GL5, and COS5), our algorithm achieves significantly better scalability

than the baselines. Our algorithm is the only one that achieves almost linear speedup on all the

six graphs. For all the other algorithms, their performance stops increasing (dropped or flattened)

with more than 24 threads on one or more graphs. Multi-step shows good performance on SD,
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and has better performance than our algorithm especially on a small number of threads. However,

Multi-step does not scale well to more processors on most of the graphs.

We also show the self-speedup of our algorithms on six graphs in Fig. 8. We vary the number of

processors from 1 to 96h (192 hyperthreads). Due to page limitation, we do not show the curves

for all graphs, but the self-speedup on all graphs on 96h (192 hyperthreads) is given in Tab. 3. Our

self-speedup is more than 35 except for some very small graphs. This indicates that high parallelism

is a crucial factor contributing to the high performance of our code. Compared to GBBS, the fastest
previous parallel SCC implementation, our self-speedup is 1.2–32× better. With limited parallelism,

GBBS can be slower than SEQ on 8 out of 14 large-diameter graphs—the BGSS SCC algorithm has

𝑂 (𝑚 log𝑛) work compared to 𝑂 (𝑚) of Tarjan’s sequential algorithm, so with poor self-speedup,

the parallelism cannot make up the factor of 𝑂 (log𝑛) loss in the total work.

We believe that our good performance comes from using hash bags (saving work on processing

sparse frontiers) and VGC (reducing the number of rounds in reachability searches and improving

parallelism). We will discuss more details by comparing the performance breakdown with GBBS in

Sec. 6.2, and studying the benefit brought up by VGC in Sec. 6.3.

6.2 Performance Breakdown
To better understand the performance of our algorithm, we compare the performance breakdown

withGBBS in Fig. 9 sinceGBBS is also based on the BGSS algorithm and we have similar framework.

We compare the running time in six parts (see Sec. 4): 1) Trimming: trimming vertices with no

in- or out-degrees; 2) First SCC: finding the first SCC using two single-reachability searches; 3)

Multi-search: all multi-reachability searches; 4) Hash Table Resizing: resizing the hash table

storing reachability pairs; 5) Labeling and Others: assigning labels to vertices and other costs. We

show the breakdown figure for all graphs in Fig. 9. We tested three versions of our algorithm: the

plain version uses parallel hash bags without VGC, the “VGC1” version enables VGC in single-

reachability to find the first SCC, and the “final” version fully enables VGC in both single- and

multi-reachability search. We note that some graphs requires more time on First-SCC while the

others spent more time on Multi-search because of different graph patterns, which is indicated by

the value of |𝑆𝐶𝐶1 |% as shown in Tab. 2.

One straightforward improvement of our algorithm is from our better heuristic to estimate the

hash table size (see Sec. 4) to avoid frequent size predicting and hash table resizing. This can be

seen by comparing the time of “hash table resizing” (green bars) for GBBS and our versions. This

optimization saves much time on almost all graphs. In the following, we use the breakdown results

to illustrate the performance improvement from our two main techniques: the hash bag and VGC.

Evaluating hash bags. Parallel hash bags improve the performance by maintaining the frontiers

without the edge-revisiting scheme. Note that both our algorithm andGBBS use the BGSS algorithm
and perform the same computation in each round, but GBBS uses edge-revisiting and our algorithm
avoids that by using the hash bag. Therefore, we compare our plain version (i.e., disabling VGC)

with GBBS to evaluate the improvement from hash bags, because the major difference between

them is the use of hash bags. We also exclude the hash table resizing time (the green bars) for fair

comparison. On all but one graphs, using hash bags greatly improve the performance in single-

and/or multi-reachabilty searches. Comparing the total running time of reachability searches (red

and blue bars), our algorithm is up to 4× faster than GBBS (2× faster on average), and the major

improvement is from hash bags.

Evaluating VGC. On top of our plain version, VGC improves the performance on almost all graphs.

Note that for low-diameter graphs, since the number of needed rounds is small, there is sufficient

parallelism to explore. Therefore, using VGC does not improve the performance too much. As
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Fig. 9. SCC breakdown time (in seconds). 𝑦-axis is the running time. All settings are the same as Tab. 3.

“Plain”= our implementation with hash bags but not local search. “VGC1”= adding VGC to the single-

reachability search. “Final”= our final version with VGC enabled on both single- and multi-reachability

searches. The numbers on top show the speedup of our implementations over GBBS (the first bar).
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Fig. 10. Number of rounds with and without VGC for each batch. All settings are the same as Tab. 3.

Each data point (𝑥,𝑦) means that in one reachability search, 𝑦 rounds are needed using local search, and 𝑥

rounds are needed without local search. 𝑘 for each graph is the average number of 𝑦/𝑥 for all data points,

which means, on average, using local search reduces the number of rounds needed by a factor of 𝑘 .

mentioned, on SD, the performance drops slightly using local search with 𝜏 = 2
9
, but using smaller

values of 𝜏 can still improve the performance (see Sec. 6.3). To keep the parameter setting simple,

we still report the numbers with 𝜏 = 2
9
in Tab. 3 and Fig. 9. The large-diameter graphs with the

largest SCC as 50% of the graph (e.g., COS5, REC, and SQR) greatly benefit from VGC1 (using VGC

in the single-reachability search to find the first SCC). Comparing “first-SCC” of plain and VGC1,
VGC makes the performance 2.2–17× faster in the single-reachability search on COS5, SQR, and

REC. All the other large-diameter graphs get significant improvement from VGC1 to final (using
VGC also in multi-reachability searches). For all large-diameter graphs, the “multi-search” time in

final is smaller than that in VGC1 (1.43–14.7× improvement). As we will show in Sec. 6.3, this is

because VGC reduces the number of rounds in reachability searches by 3–200×.
In summary, comparing our plain version with GBBS, we can see that hash bag and our heuristic

on hash table resizing improves the performance over GBBS by about 1.5–4.3×. Comparing plain
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Fig. 11. Relative running time to 𝜏 = 1 on six graphs with 𝜏 range from 2
0 to 2

17, 4 to 192 hyperthreads
(96h). LJ has similar trends as TW. HL12 and HL14 show similar trends as CW. All 𝑘-NN and lattice graphs

show similar trends as GL5, COS5 and SQR’.

with VGC1 and final, we can see that VGC improves the performance in both single- and multi-

reachability queries by up to 14.7×.

6.3 In-depth Performance Study of VGC

Reduced Number of Rounds.We study the improvement of VGC by reporting the number of

rounds in the reachability searches with or without VGC (see Fig. 10). In a given graph, for all

single- and multi-reachability searches in the SCC algorithm, we record the number of rounds 𝑦

needed in plain BFS and the number of rounds 𝑥 with VGC enabled. We then plot all such points

(𝑥,𝑦) on a 2D plane to illustrate the effectiveness of local search, shown in Fig. 10. We also report

the average ratio of 𝑦/𝑥 on the top of each figure. The conceptual “slope” indicated by the points

illustrates the factor in the reduction of the number of rounds by using local search. For most of the

graphs, especially the 𝑘-NN graphs, thousands of rounds were needed in each multi-reachability

search using BFS. With VGC, the number of rounds is mostly within 100. Even for the cases where

BFS only needs a few (10–100) rounds, VGC still reduces the number of rounds to be within 10

rounds (e.g., LJ, TW, COS5, SQR’, REC’). On all graphs, the number of rounds is reduced by 3–200×.
As a result, the scheduling and synchronization overhead is greatly reduced.

Choice of Parameter 𝜏 . To understand the impact of 𝜏 values on performance, we record the

speedup over our plain version (i.e., no VGC) with different values of 𝜏 = 1 to 2
17
, and under

different number of processors from 96h (192 hyperthreads) to 4. For page limitation, we show

six graphs in Fig. 11 (at least one in each graph type). All the other graphs showed similar trends

as one of the six examples. We start from the curves of 192 hyperthreads on different graphs. On

all graphs except for LJ, TW and SD, we observe improvement as long as VGC is used (compared

to plain BFS where 𝜏 = 1) for any 1 < 𝜏 ≤ 2
16
. Overall, the performance is not sensitive (and is

always better than 𝜏 = 1) in a large parameter space 2
6 ≤ 𝜏 ≤ 2

12
on almost all graphs. Based on

the results, we set 𝜏 = 2
9
as it gives the best overall performance across all graphs. Using 𝜏 = 2

9
, SD

is the only graph that has worse performance than 𝜏 = 1. We note that SD still benefits from VGC

with 𝜏 ≤ 2
8
. Note that using larger 𝜏 suppresses parallelism, and for dense graphs with sufficient

parallelism, a smaller 𝜏 may perform better.

Although we choose the best parameter by using experiments on 96h, we also test how different

numbers of processors 𝑃 affect the choices of 𝜏 . Interestingly, the trends are usually similar regardless

of the number of threads used. With a smaller value of 𝑃 , the performance is less sensitive to the 𝜏

value. This is because 𝜏 trades off between scheduling overhead and load balancing, and both affect

the performance more when 𝑃 is large.
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Connectivity LE-Lists Connectivity LE-Lists
Ours DHS’21 Spd. Ours Parlay Spd. Ours DHS’21 Spd. Ours Parlay Spd.

OK 0.01 0.01 0.76 0.58 1.52 2.6 TW 0.09 0.10 1.05 4.88 17 3.41

LJ 0.01 0.01 0.91 0.5 1.96 3.9 FT 0.20 0.15 0.76 24.9 30 1.2

SD 0.22 0.27 1.22 13.9 49.3 3.6 HL14 3.69 4.46 1.21 out of memory

CW 2.43 2.84 1.17 out of memory HL12 8.45 10.4 1.23 out of memory

USA 0.05 0.09 2.07 14.9 101 6.7 GE 0.04 0.13 3.23 5.98 32 5.42

HH5 0.02 0.04 2.4 2.06 15.5 7.6 GL10 0.12 0.21 1.71 11 57 5.15

CH5 0.04 0.03 0.76 5.38 54.2 10 GL15 0.15 0.24 1.61 11.7 59 5.06

GL2 0.05 0.13 2.97 2.89 14.1 4.9 GL20 0.17 0.24 1.46 11.9 64 5.37

GL5 0.07 0.18 2.4 12.4 68.1 5.5 COS5 1.31 2.70 2.06 132 329 2.49

SQR 0.16 0.29 1.8 45.4 184 4.1 SQR’ 0.13 0.28 2.06 46.8 202
?

4.32

REC 0.02 0.04 1.66 7.28 520
?

71 REC’ 0.02 0.04 2.08 8.57 648
?

75.7

Graph information about the four undirected graphs

𝑛 𝑚 Notes 𝑛 𝑚 Notes

OK 3M 234M com-orkut [112] FT 65M 3.6B Friendster [112]

USA 24M 58M RoadUSA [1] GE 12M 32M Germany [1]

Table 4. Running time (in seconds) of connectivity and LE-Lists implementations. DHS’21=the LDD-
UF-JTB connectivity implementation in ConnectIt [36]. Parlay=the LE-lists implementation in ParlayLib [14].

Spd.=Baseline_time / our_time. “?”=results different from our parallel and sequential version, and the running

time may not be accurate. OK and FT are social networks. USA and GE are road networks.

We believe that an interesting future work is to set 𝜏 dynamically to achieve the best benefit

from VGC, possibly based on the sparseness of the graph and the potential parallelism, e.g., the

edge-vertex ratio𝑚/𝑛, the number of processors 𝑃 , or the frontier size.

6.4 Experiments on Connectivity and LE-Lists

Experiments on Connectivity.We implement the LDD-UF-JTB algorithm for graph connectivity

in ConnectIt using our parallel hash bags (Sec. 3.3) to maintain the frontiers and the local search

optimization (Sec. 3.1). Both optimizations are applied to the sparse rounds in LDD. In Tab. 4, we

compare our algorithm to the same algorithm in ConnectIt.
On social networks with low diameters, our algorithm is slightly slower than ConnectIt, but is

generally comparable. This is because most of the vertices are visited in the dense mode, which

is implemented similarly in both algorithms. The slowdown in our algorithm on social networks

seems to be from that VGC brings more work to the first several sparse rounds, which reduces the

benefit of using dense modes. For other graphs where dense modes do not significantly dominate

the cost, our algorithm generally performs well. On web graphs, our code is 1.21× faster than

ConnectIt on average. On the large-diameter graphs, our implementation is 1.98× faster than

ConnectIt on average. Since parallel hash bags and VGC only apply to sparse rounds, our speedup

over ConnectIt has a correlation with the diameter of the graph. Note that LDD is guaranteed to

finish in 𝑂 (log𝑛) rounds, as opposed to 𝑂 (𝐷) for diameter 𝐷 in SCC. Therefore, the improvement

of our implementation over ConnectIt is not as significant as the improvement of our SCC over

existing work. However, our implementation still outperforms ConnectIt on 16 instances out of 20,

and is 1.67× faster than ConnectIt on average. We believe that the experiments on connectivity

provide additional evidence to show that our hash bags and VGC are general and practical.
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Experiments on LE-lists. We compare our LE-lists implementation with ParlayLib [14] in Tab. 4.

Their implementation is the state-of-the-art and released in 2022. Note that, unlike CC and SCC,

here we can only use parallel hash bags for LE-lists but not VGC since the BFS traverse orders need

to be preserved.

On low-diameter graphs, our LE-list algorithm is 1.20–3.91× faster (2.73× on average) than

ParlayLib’s implementation. On large-diameter graphs, the speedup increases to 2.49–10.1× (5.36×
on average). We believe this is because hash bags maintains frontier more efficiently, and processing

large-diameter graphs involves more rounds (frontiers). Our and ParlayLib’s implementation are

unable to compute the LE-lists of the three largest graphs CW, HL14, and HL12, because the output

size of LE-lists is 𝑂 (𝑛 log𝑛), which is larger than the memory of our machine. We also report the

size of the LE-lists on each graph, and compare it to both ParlayLib’s implementation and Cohen’s

sequential algorithm [27]. ParlayLib’s implementation does not report the correct numbers on REC,

SQR’, and REC’, and this is probably why they have poor performance on these graphs.

Overall, our algorithm is faster than ParlayLib’s implementation on all graphs. On average, our

version is 4.34× faster than ParlayLib’s implementation on graphs with correct answers. We note

that it remains an interesting question on how to apply a similar local search to LE-lists. We plan

to study it in future work.

7 RELATEDWORK
Parallel SCC has been widely studied. Prior to the BGSS algorithm based on (multi-)reachability

searches, there had been other approaches. The first type of approach is based on parallelizing

DFS [21, 22, 70]. However, since DFS is inherently sequential [84] and hard to be parallelized,

these algorithms are shown to be slower than existing reachability-based solutions [58]. Another

widely-adopted approach is based on single-reachability search (aka. the forward-backward search,
or Fw-Bw) [30, 44, 51, 58, 74, 98, 110]. However, Fw-Bw does not provide sufficient parallelism to

find all SCCs. Hence, these systems only use Fw-Bw to find large SCCs and use other techniques

such as coloring and trimming to find small SCCs, which do not have good theoretical guarantees.

For this type of approach, we compared the two newest ones with the released code:Multi-step [98]
and iSpan [58]. They perform well on graphs with a small diameter and a large SCC1 (SCC1 is the

largest SCC in the graph), but do not work well on graphs with a large diameter or a small SCC1

(e.g., the 𝑘-NN and lattice graphs in our tests).

Parallel SCC has also been studied on other platforms such as GPUs [10, 33, 52, 53, 67, 69, 99, 109]

and distributed systems [11, 73, 74, 88, 111]. Comparing the wall-clock running times reported in

the papers, it seems that shared-memory algorithms are much faster, but we note that different

platforms have their own use cases.

Related Work of Parallel Hash Bag. There exist other variants of hash tables designed for

parallel algorithms [38, 49, 66]. The parallel bag [66] supports similar interfaces as our hash bag,

but uses a very different design. Parallel bags are organized using pointers, causing additional cache

misses in practice. Our hash bag uses flat arrays and is practical and I/O-friendly. The 𝑘-level hash

table designed for NVRAMs [49] requires allocating memory when resizing, while one of the goals

of hash bags is to avoid explicit resizing. Our work is also the first to formalize the interface of

maintaining frontiers in parallel reachability search and proposes a practical data structure (the

hash bag) with theoretical analysis.

Parallel BFS and DFS. There exist other parallel BFS implementations. Some of them also consider

reducing synchronization costs [13, 80, 113]. However, these implementations only consider a

single source. We are unaware of how to directly apply to multi-reachability searches needed in

SCC. A recent paper [4] proposed an asynchronous DFS-like searching approach for reachability.
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However, the approach is not under the fork-join paradigm, and it is unclear if it can generalize

to multi-reachability used in BGSS. Our BFS-based approach enjoys better locality and is more

general (such as connectivity and LE-lists as shown in Sec. 5).

8 DISCUSSIONS AND FUTUREWORK
In this paper, we show that using faster algorithms on reachability queries can significantly

accelerate the performance of SCC and related algorithms, especially for large-diameter graphs.

We tested our SCC algorithm on large-scale graphs with up to hundreds of billions of edges. On

average, our SCC algorithm is 6.0× faster than the best previous parallel implementation (GBBS),
8.1× faster thanMulti-step, and 12.9× faster than Tarjan’s sequential algorithms.

We believe that the two key techniques in this paper, the hash bag and vertical granularity

control, are general and of independent interest. In this paper, we apply them to graph connectivity

and LE-lists. The experimental results show that they lead to improved performance than prior

work. We believe that they also apply to many other applications.

Hash bags are used to maintain frontiers (a subset of vertices) in graph algorithms. Many state-

of-the-art graph libraries (e.g., GBBS [35] and Ligra [95]) use the abstract data type (ADT) called
VertexSubset to maintain frontiers on many graph algorithms. Hash bags can be used to implement

this ADT by replacing the current data structure (fixed-size array). With careful engineering, we

believe hash bags can potentially improve the performance of these implementations. We leave

this as future work.

The high-level idea of VGC applies to traversal-based graph algorithms, such as BFS, algorithms

for connectivity, biconnectity, single source shortest paths (SSSP), and some others in [34, 35, 95].

VGC can potentially accelerate them on large-diameter graphs. Our specific “local-search” idea

does not directly apply as is. When the traversing order does not matter (e.g., reachability-based

algorithms), local search can be applied directly. In a recent paper, we apply local search to graph

biconnectivity [39], which improved the overall performance by up to 4× on a variety of graphs.

For some distance-based algorithms, we need additional designs on top of local-search, such as

supporting revisiting certain vertices (e.g., in BFS, SSSP, LE-lists) for relaxation, or some wake-up

strategies to find the next frontier (e.g., in 𝑘-core). We believe that this is an interesting research

direction, and plan to explore it in the future.
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