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The following is the Reading list for CS 260: Algorithm Engineering. You should read and turn in paper
readings from the this list of papers.

1 GENERAL IDEAS FOR PARALLEL ALGORITHMS

Optimal Parallel Algorithms in the Binary-Forking Model [12]
Parallel In-Place Algorithms: Theory and Practice [29]
Internally Deterministic Parallel Algorithms Can Be Fast [11]

2 SEQUENCE ALGORITHMS

Low Depth Cache-Oblivious Algorithms [15]
Prefix Sums and Their Applications [7]
In-place Parallel Super Scalar Samplesort (IPS4o) [4]
A Top-Down Parallel Semisort [31]
Sequential Random Permutation, List Contraction and Tree Contraction are Highly Parallel [39]
The input/output complexity of sorting and related problems [2]

3 DATA STRUCTURES

Just Join for Parallel Ordered Sets [8]
PAM: Parallel Augmented Maps [41]
Phase-concurrent Hash Tables for Determinism [37]
On Supporting Efficient Snapshot Isolation for Hybrid Workloads with Multi-Versioned In-

dexes [43]
A Simple Parallel Cartesian Tree Algorithm and its Application to Parallel Suffix Tree Construc-

tion [21]

4 GRAPHS

Ligra: A Lightweight Graph Processing Framework for Shared Memory [36]
Smaller and Faster: Parallel Processing of Compressed Graphs with Ligra+ [38]
Julienne: A Framework for Parallel Graph Algorithms using Work-efficient Bucketing [23]
Sage: Semi-Asymmetric Parallel Graph Algorithms for NVRAMs [27]
GraphChi: Large-Scale Graph Computation on Just a PC [33]
Work-Efficient Parallel Union-Find [40]
STINGER: High Performance Data Structure for Streaming Graphs [28]
Low-Latency Graph Streaming Using Compressed Purely-Functional Trees [25]
Parallel Shortest-Paths Using Radius Stepping [19]
Implicit Decomposition for Write-Efficient Connectivity Algorithms [6]
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Optimizing Ordered Graph Algorithms with Graphlt [46]
Theoretically Efficient Parallel Graph Algorithms Can Be Fast and Scalable [24]
Parallel graph decompositions using random shifts [35]
Delta-stepping: a parallelizable shortest path algorithm [34]

5 GEOMETRY PROCESSING

Parallelism in Randomized Incremental Algorithms [16]
Fast, Parallel, and Asynchronous Construction of BVHs for Ray Tracing Animated Scenes [44]
Efficient BVH Construction via Approximate Agglomerative Clustering [30]
Parallel Range, Segment and Rectangle Queries with Augmented Maps [42]
Theoretically-Efficient and Practical Parallel DBSCAN [45]
Theory and Practice of Parallel Euclidean Minimum Spanning Tree and Hierarchical Spatial

Clustering
Design and Implementation of a Practical Parallel Delaunay Algorithm [20]
Randomized Incremental Convex Hull is Highly Parallel [18]
Parallel Write-Efficient Algorithms and Data Structures for Computational Geometry [17]

6 INCREMENTAL CONSTRUCTION

Internally Deterministic Parallel Algorithms Can Be Fast [11]
Parallelism in Randomized Incremental Algorithms [16]
Sequential Random Permutation, List Contraction and Tree Contraction are Highly Parallel [39]
Greedy Sequential Maximal Independent Set and Matching are Parallel on Average [13]
Randomized Incremental Convex Hull is Highly Parallel [18]

7 SCHEDULING

Scheduling multithreaded computations by work stealing [22]
Thread Scheduling for Multiprogrammed Multiprocessors [3]
The Data Locality of Work Stealing [1]

8 WRITE-EFFICIENT ALGORITHMS

Sorting with Asymmetric Read and Write Costs [9]
Efficient Algorithms with Asymmetric Read and Write Costs [10]
Parallel Algorithms with Asymmetric Read and Write Costs [5]
Implicit Decomposition for Write-Efficient Connectivity Algorithms [6]
The Parallel Persistent Memory Model [14]
Parallel Write-Efficient Algorithms and Data Structures for Computational Geometry [17]
Algorithmic Building Blocks for Asymmetric Memories [32]
Sage: Parallel Semi-Asymmetric Graph Algorithms for NVRAMs [26]
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