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Abstract

In this paper, we study efficient parallel edit distance algorithms, both in theory and in practice. Given two strings $A[1..n]$ and $B[1..m]$, and a set of operations allowed to edit the strings, the edit distance between $A$ and $B$ is the minimum number of operations required to transform $A$ into $B$. In this paper, we use edit distance to refer to the Levenshtein distance, which allows for unit-cost single-character edits (insertions, deletions, substitutions). Sequentially, a standard Dynamic Programming (DP) algorithm solves edit distance with $\Theta(nm)$ cost. In many real-world applications, the strings to be compared are similar to each other and have small edit distances. To achieve highly practical implementations, we focus on output-sensitive parallel edit-distance algorithms, i.e., to achieve asymptotically better cost bounds than the standard $\Theta(nm)$ algorithm when the edit distance is small. We study four algorithms in the paper, including three algorithms based on Breadth-First Search (BFS), and one algorithm based on Divide-and-Conquer (DaC). Our BFS-based solution is based on the Landau-Vishkin algorithm. We implement three different data structures for the longest common prefix (LCP) queries needed in the algorithm: the classic solution using parallel suffix array, and two hash-based solutions proposed in this paper. Our DaC-based solution is inspired by the output-insensitive solution proposed by Apostolico et al., and we propose a non-trivial adaption to make it output-sensitive. All of the algorithms studied in this paper have good theoretical guarantees, and they achieve different tradeoffs between work (total number of operations), span (longest dependence chain in the computation), and space.

We test and compare our algorithms on both synthetic data and real-world data, including DNA sequences, Wikipedia texts, GitHub repositories, etc. Our BFS-based algorithms outperform the existing parallel edit-distance implementation in ParlayLib on all test cases. On cases with fewer than $10^5$ edits, our algorithm can process input sequences of size $10^9$ in about ten seconds, while ParlayLib can only process sequences of sizes up to $10^6$ in the same amount of time. By comparing our algorithms, we also provide better understanding of the choice of algorithms for different input patterns. We believe that our paper is the first systematic study in the theory and practice of parallel edit distance.
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1 Introduction

Given two strings (sequences) $A[1..n]$ and $B[1..m]$ over an alphabet $\Sigma$ and a set of operations allowed to edit the strings, the edit distance between $A$ and $B$ is the minimum number of operations required to transform $A$ into $B$. WLOG, we assume $m \leq n$. The most commonly used metric is the Levenshtein distance which allows for unit-cost single-character edits (insertions, deletions, substitutions). In this paper, we use edit distance to refer to the Levenshtein distance. We use $k$ to denote the edit distance for strings $A$ and $B$ throughout this paper. Edit distance is usually used to measure the similarity of two strings (a smaller distance means higher similarity).

Edit distance is a fundamental problem in computer science, and is introduced in most algorithm textbooks (e.g., [14, 15, 22]). In practice, it is widely used in version-control software [53], computational biology [12, 30, 38], natural language processing [10, 28], and spell corrections [27]. It is also closely related to other important problems such as longest common subsequence (LCS) [49], longest increasing subsequence (LIS) [33], approximate string matching [55], and multi-sequence alignment [58]. The classic dynamic programming (DP) solution can compute edit distance in $O(nm)$ work (number of operations) between two strings of sizes $n$ and $m$. This complexity is impractical if the input strings are large. One useful observation is that, in real-world applications, the strings to be compared are usually reasonably similar, resulting in a relatively small edit distance. For example, in many version-control softwares (e.g., Git), if the two committed versions are similar (within a certain number of edits), the “delta” file is stored to track edits. Otherwise, if the difference is large, the system directly stores the new version. Most of the DNA or genome sequence alignment applications also only focus on when the number of edits is small [38]. We say an edit distance algorithm is output-sensitive if the work is $o(nm)$ when $k = o(n)$. Many more efficient and/or practical algorithms were proposed in this setting with cost bounds parameterized by $k$ [18, 19, 20, 21, 25, 34, 35, 36, 45, 46, 48].

Considering the ever-growing data size and plateaued single-processor performance, it is crucial to consider parallel solutions for edit distance. Although the problem is simple and well-studied in the sequential setting, we observe a huge gap between theory and practice in the parallel setting. The few implementations we know of [7, 54, 57] simply parallelize the $O(nm)$-work sequential algorithm and require $O(n)$ span (longest dependence chain), which indicates low-parallelism and redundant work when $k \ll n$. Meanwhile, numerous theoretical parallel algorithms exist [1, 3, 19, 36, 40, 47], but it remains unknown whether these algorithms are practical (i.e., can be implemented with reasonable engineering effort), and if so, whether they can yield high performance. The goal of this paper is to formally study parallel solutions for edit distance. By carefully studying existing theoretical solutions, we develop new output-sensitive parallel solutions with good theoretical guarantees and high performance in practice. We also conduct in-depth experimental studies on existing and our new algorithms.

The classic dynamic programming (DP) algorithm solves edit distance by using the states $G[i, j]$ as the edit distance of transforming $A[1..i]$ to $B[1..j]$. $G[i, j]$ can be computed as:

$$G[i, j] = \begin{cases} G[i-1, j-1] & \text{if } A[i] = B[j] \text{ and } i > 0, j > 0 \\ 1 + \min(G[i-1, j], G[i-1, j-1], G[i, j-1]) & \text{otherwise} \\ \max(i, j) & \text{if } i = 0 \text{ or } j = 0 \end{cases}$$

A simple parallelization of this computation is to compute all states with the same $i + j$ value in parallel, and process all $i + j$ values in an incremental order [7, 54, 57]. However,
this approach has low parallelism as it requires \( n + m \) rounds to finish. Later work [1, 3, 40] improved parallelism using a divide-and-conquer (DaC) approach and achieved \( \tilde{O}(n^2) \) work and polylog\((n)\) span. These algorithms use the monotonicity of the DP recurrence, and are complicated. There are two critical issues in the DaC approaches. First, to the best of our knowledge, there exist no implementations given the sophistication of these algorithms. Second, they are not output-sensitive (\( \tilde{O}(nm) \) work), which is inefficient when \( k \ll n \).

Alternatively, many existing solutions, both sequentially [18, 19, 20, 21, 25, 34, 35, 45, 46] and in parallel [19, 36] use output-sensitive algorithms, and achieve \( \tilde{O}(nk) \) or \( \tilde{O}(n + k^2) \) work and \( \tilde{O}(k) \) span. These algorithms view DP table as a grid-like DAG, where each state (cell) \((x, y)\) has three incoming edges from \((x - 1, y)\), \((x, y - 1)\), and \((x - 1, y - 1)\) (if they exist). The edge weight is 0 from \((x - 1, y - 1)\) to \((x, y)\), when \(A[x] = B[y]\), and 1 otherwise. Then edit distance is equivalent to the shortest path from \((0, 0)\) to \((n, m)\). An example is given in Fig. 1. Since the edge weights can only be 0 or 1, we can use breadth-first search (BFS) from the cell \((0, 0)\) until \((n, m)\) is reached. Ukkonen [55] further showed that using longest common prefix (LCP) queries based on suffix trees or suffix arrays, the work can be improved to \( O(n + k^2) \). Landau and Vishkin [36] parallelized this algorithm (see Sec. 3). While the sequential output-sensitive algorithms have been widely used in practice [20, 25, 35, 45, 46], we are unaware of any existing implementations for the parallel version.

We systematically study parallel output-sensitive edit distance, using both the BFS-based and the DaC-based approaches. Our first effort is to implement the BFS-based Landau-Vishkin algorithm with our carefully-engineered parallel suffix array (SA) implementation, referred to as BFS-SA. Although suffix array is theoretically efficient with \( O(n) \) construction work, the hidden constant is large. Thus, we use hashing-based solutions to replace SA for LCP queries to improve the performance in practice. We first present a simple approach BFS-HASH in Sec. 3.2 that stores a hash value for all prefixes of the input. This approach has \( O(n) \) construction work, \( O(\log n) \) per LCP query, and \( O(n) \) auxiliary space. While both BFS-SA and BFS-HASH take \( O(n) \) extra space, such space overhead can be significant in practice—for example, BFS-HASH requires \( n \) 64-bit hash values, which is \( 4 \times \) the input size considering characters as inputs, and \( 32 \times \) with even smaller alphabet such as molecule bases (alphabet as \( \{A,C,G,T\} \)). To address the space issue, we proposed BFS-B-HASH using blocking. Our solution takes a user-defined parameter \( b \) as the block size, which trades off between space usage and query time. BFS-B-HASH limits extra space in \( O(n/b) \) by using \( O(b \log n) \) LCP query time. Surprisingly, despite a larger LCP cost, our hash-based solutions are consistently faster than BFS-SA in all real-world test cases, due to cheaper construction. All of our BFS-based solutions are simple to program.

We also study the DaC-based approach and propose a parallel output-sensitive solution. We propose a non-trivial adaption for the AALM algorithm [1] to make it output-sensitive. Our algorithm is inspired by the BFS-based approaches, and improves the work from \( \tilde{O}(nm) \) to \( \tilde{O}(nk) \), with polylogarithmic span. The technical challenge is that the states in the computation are no longer a rectangle, but an irregular shape (see Fig. 1 and 3). We then present a highly non-trivial implementation of this algorithm. Among many key challenges, we highlight our solution to avoid dynamically allocating arrays in the recursive execution.
While memory allocation is mostly ignored theoretically, in practice it can easily be the performance bottleneck in the parallel setting. We refer to this implementation as DaC-SD, with details given in Sec. 4 and 5.2 and Appendix B.2.

The bounds of our algorithms (BFS-SA, BFS-Hash, BFS-B-Hash, and DaC-SD) are presented in Tab. 1. We implemented them and show an experimental study in Sec. 6. We tested both synthetic and real-world datasets, including DNA, English text from Wikipedia, and code repositories from GitHub, with string lengths in $10^5$–$10^9$ and varying edit distances, many of them with real edits (e.g., edit history from Wikipedia and commit history on GitHub). In most tests, our new BFS-B-Hash or BFS-Hash performs the best, and their relative performance depends on the value of $k$ and the input patterns. Our BFS-based algorithms are faster than the existing parallel output-insensitive implementation in ParlayLib [7], even with a reasonably large $k \approx 10^5$. We believe that our paper is the first systematic study in theory and practice of parallel edit distance, and we give the first publicly available parallel edit distance implementation that can process billion-scale strings with small edit distance and our code at [16]. We summarize our contributions as follows:

1. Two new BFS-based edit distance solutions BFS-Hash and BFS-B-Hash using hash-based LCP queries. Compared to the existing SA-based solution in Landau-Vishkin, our hash-based solutions are simpler and more practical. BFS-B-Hash also allows for tradeoffs between time and auxiliary space.
2. A new DaC-based edit distance solution DaC-SD with $O(nk \log k)$ work and polylogarithmic span.
3. New implementations for four output-sensitive edit distance algorithms: BFS-SA, BFS-Hash, BFS-B-Hash and DaC-SD. Our code is publicly available [16].
4. Experimental study of the existing and our new algorithms on different input patterns.

2 Preliminaries

We use $O(f(n))$ with high probability (whp) (in $n$) to mean $O(cf(n))$ with probability at least $1 - n^{-c}$ for $c \geq 1$. We use $\tilde{O}(f(n))$ to denote $O(f(n) \cdot \text{polylog}(n))$. For a string $A$, we use $A[i]$ as the $i$-th character in $A$. We use string and sequence interchangeably. We use $A[i..j]$ to denote the $i$-th to the $j$-th characters in $A$, and $A[i..j]$ the $i$-th to the $(j - 1)$-th characters in $A$. Throughout the paper, we use “auxiliary space” to mean space used in addition to the input.

String Edit Distance. Given two strings $A[1..n]$ and $B[1..m]$, Levenshtein’s Edit Distance [37] between $A$ and $B$ is the minimum number of operations needed to convert $A$ to $B$ by using insertions, deletions, and substitutions. We also call the operations edits. In this paper, we use edit distance to refer to Levenshtein’s Edit Distance. The classic dynamic programming (DP) algorithm for edit distance uses DP recurrence shown in Sec. 1 with $O(mn)$ work and space.

Hash Functions. For the simplicity of algorithm descriptions, we assume a perfect hash function for string comparisons, i.e., a function $h: S \rightarrow [1, O(|S|)]$ such that $h(x) = h(y) \iff x = y$. For any alphabet $\Sigma$ with size $|\alpha|$, we use a hash function $h(A[l..r]) = \sum_{i=l}^{r} A[i] \times p^{r-i}$ for some prime numbers $p > |\alpha|$, which returns a unique hash value of the substring $A[l..r]$. The hash values of two consecutive substrings $S_1$ and $S_2$ can be concatenated as $h([S_1, S_2]) = h(S_1) \cdot p^{|S_2|} + h(S_2)$, and the inverse can also be computed as $h(S_2) = h([S_1, S_2]) - p^{|S_1|} \cdot h(S_1)$. For simplicity, we denote concatenation and its inverse operation as $\oplus$ and $\ominus$, respectively, as $h([S_1, S_2]) = h(S_1) \oplus h(S_2)$ and $h(S_2) = h([S_1, S_2]) \ominus h(S_1)$. We assume perfect hashing for theoretical analysis. In practice, we use $p$ as a large prime and modular arithmetic to
keep the word-size hash values. In our experiment, we compare different approaches and make sure the output answers are correct. However, collisions are possible, since different strings may be mapped to the same hash value. To avoid the possible incorrect answer, one can either use multiple hash functions for a better success rate in practice, or use the idea of Hirschberg’s algorithm [26] to generate the edit sequence and run a correctness check (and restart with another hash function if failed).

**Longest Common Prefix (LCP).** For two sequences $A[1..n]$ and $B[1..m]$, the Longest Common Prefix (LCP) query at position $x$ in $A[1..n]$ and position $y$ in $B[1..m]$ is the longest substring starting from $A[x]$ that match a prefix starting from $B[y]$. With clear context, we also use the term “LCP” to refer to the length of the LCP, i.e., $LCP(A, B, x, y)$ is the length of the longest common prefix substring starting from $A[x]$ and $B[y]$ for $A$ and $B$.

**Computational Model.** We use the work-span model in the classic multithreaded model with binary-forking [2, 8, 9]. We assume a set of threads that share the memory. Each thread acts like a sequential RAM plus a fork instruction that forks two child threads running in parallel. When both child threads finish, the parent thread continues. A parallel-for is simulated by fork for a logarithmic number of steps. A computation can be viewed as a DAG (directed acyclic graph). The work $W$ of a parallel algorithm is the total number of operations, and the span (depth) $S$ is the longest path in the DAG. The randomized work-stealing scheduler can execute such a computation in $W/P + O(S)$ time whp in $W$ on $P$ processors [2, 9, 24].

**Suffix Array.** The suffix array (SA) [41] is a lexicographically sorted array of the suffixes of a string, usually used together with the longest common prefix (LCP) array, which stores the length of LCP between every adjacent pair of suffixes. The SA and LCP array can be built in parallel in $O(n)$ work and $O(\log^2 n)$ span whp [31, 52].

In edit distance, we need the LCP query between $A[x..n]$ and $B[y..m]$ for any $x$ and $y$. This can be computed by building the SA and LCP arrays for a new string $C[1..n + m]$ that concatenates $A[1..n]$ and $B[1..m]$. The LCP between any pair of suffixes in $C$ can be computed by a range minimum query (RMQ) on the LCP array, which can be built in $O(n + m)$ work and $O(\log(n + m))$ span [8]. Combining all pieces gives the following theorem:

> **Lemma 1.** Given two strings $A[1..n]$ and $B[1..m]$, using a suffix array, the longest common prefix (LCP) between any two substrings $A[x..n]$ and $B[y..m]$ can be reported in $O(1)$ work and span, with $O(n + m)$ preprocessing work and $O(\log^2 (n + m))$ span whp.

## 3 BFS-based Algorithms

### 3.1 Overview of Existing Sequential and Parallel BFS-based Algorithms

Many existing output-sensitive algorithms [18, 19, 20, 21, 25, 34, 35, 36, 45, 46] are based on breadth-first search (BFS). These algorithms view the DP matrix for edit distance as a DAG, as shown in Fig. 1. In this section, we use $x$ and $y$ to denote the row and column ids of the cells in the DP matrix, respectively. Each state (cell) $(x, y)$ has three incoming edges from $(x-1, y)$, $(x, y-1)$, and $(x-1, y-1)$ (if they exist). The edge weight is 0 from $(x-1, y-1)$ to $(x, y)$ when $A[x] = B[y]$, and 1 otherwise. Then edit distance is equivalent to the shortest distance from $(0, 0)$ to $(n, m)$.

Since the edge weights are 0 or 1, we can use a special breadth-first search (BFS) to compute the shortest distance. In round $t$, we process states with edit distance $t$. The algorithm terminates when we reach cell $(n, m)$. First observed by Ukkonen [55], in the
**Figure 1 BFS-based edit distance on $A[1..n]$ and $B[1..m]$.** A more detailed description is in Appendix A. $f_i[j]$ is the row-id of the last cell on diagonal $i$ with edit distance $t$ (frontier), representing cell $(f_i[i], f_i[i] - i)$.

BFS-based approach, not all states need to be visited. For example, all states with $|x - y| > k$ will not be reached before we reach $(n, m)$ with edit distance $k$, since they require more than $k$ edits. Thus, this BFS will touch at most $O(kn)$ cells, leading to $O(kn)$ work.

Another key observation is that starting from any cell $(x, y)$, if there are diagonal edges with weight 0, we should always follow the edges until a unit-weight edge is encountered. Namely, we should always find the longest common prefix (LCP) from $A[x + 1]$ and $B[y + 1]$, and skip to the cell at $(x + p, y + p)$ with no edit, where $p$ is the LCP length. This idea is used in Landau and Vishkin [36] on parallel approximate string matching, and we adapt this idea to edit distance here. Using the modified parallel BFS algorithm by Landau-Vishkin [36] (shown in Alg. 1), only $O(k^2)$ states need to be processed—on each diagonal and for each edit distance $t$, only the last cell with $t$ edits needs to be processed (see Fig. 1). Hence, the BFS runs for $k$ rounds on $2k + 1$ diagonals, which gives the $O(k^2)$ bound above. In the BFS algorithm, we can label each diagonal by the value of $x - y$. In round $t$, the BFS visits a frontier of cells $f_t[i]$, where $f_t[i]$ is the cell with edit distance $t$ on diagonal $i$, for $-t \leq i \leq t$. We present the algorithm in Alg. 1 and an illustration in Fig. 1. Note that in the implementation, we only need to maintain two frontiers (the previous and the current one), which requires $O(k)$ space. We provide more details about this algorithm in Appendix A. If the LCP query is supported by suffix arrays, we can achieve $O(n + k^2)$ work and $O(\log n + k \log k)$ span for the edit distance algorithm.

**Algorithm Based on Suffix Array (BFS-SA).** Using the SA algorithm in [31] and the LCP algorithm in [52] for Landau-Vishkin gives the claimed bounds in Tab. 1. We present details about our SA implementation in Sec. 5.1.

### 3.2 Algorithm Based on String Hashing (BFS-Hash)

Although BFS-SA is theoretically efficient with $O(n)$ preprocessing work to construct the SA, the hidden constant is large. For better performance, we consider string hashing as an alternative for SA. Similar attempts (e.g., locality-sensitive hashing) have also been used in approximate pattern matching problems [42, 43]. In our pursuit of exact output-sensitive edit distance computation, we draw inspiration from established string hashing algorithms,
such as the Rabin-Karp algorithm (also known as rolling hashing) [32]. We will first present a simple hash-based solution BFS-Hash with $O(n)$ preprocessing cost and $O(n)$ auxiliary space. Then later in Sec. 3.3, we will present BFS-B-Hash, which saves auxiliary space by trading off more work in LCP queries.

As mentioned in Sec. 2, the hash function $h(\cdot)$ maps any substring $A[l..r]$ to a unique hash value, which provides a fingerprint for this substring in the LCP query. The high-level idea is to binary search the query length, using the hash value as validation. We precompute the hash values for all prefixes, i.e., $T_A[i] = h(A[1..i])$ for the prefix substring $A[1..i]$ (similar for $B$). They can be computed in parallel by using any scan (prefix-sum) operation [6] with $O(n)$ work and $O(\log n)$ span. We can compute $h(A[l..r]) = T_A[r] \oplus T_A[l-1]$.

With the preprocessed hash values, we dual binary search the LCP of $A[x..n]$ and $B[y..m]$. We compare the hash values starting from $A[x]$ and $B[y]$ with chunk sizes of 1, 2, 4, 8, ..., until we find value $l$, such that $A[x..x+2^l] = B[y..y+2^l]$, but $A[x..x+2^{l+1}] \neq B[y..y+2^{l+1}]$. By doing this with $O(\log n)$ work, we know that the LCP of $A[x..n]$ and $B[y..m]$ must have a length in the range $[2^l, 2^{l+1})$. We then perform a regular binary search in this range, which costs another $O(\log n)$ work. This indicates $O(\log n)$ work in total per LCP query. Combining the preprocessing and query costs, we present the cost bounds of BFS-Hash:

**Theorem 2.** BFS-Hash computes the edit distance between two sequences of length $n$ and $m \leq n$ in $O(n + k^2 \log n)$ work, $O(k)$ span, and $O(n)$ auxiliary space, where $k$ is the output size (fewest possible edits).

BFS-Hash is simple and easy to implement. Our experimental results indicate that its simplicity also allows for a reasonably good performance in practice for most real-world input instances. However, this algorithm uses $n$ 64-bit integers as hash values, and such space overhead may be a concern in practice. This is more pronounced when the input is large and/or the alphabet is small (particularly when each input element can be represented with smaller than byte size), as the auxiliary space can be much larger than the input size. This concern also holds for BFS-SA as several $O(n)$-size arrays are needed during SA construction. Note that for shared-memory parallel algorithms, space consumption is also a key constraint—if an algorithm is slow, we can wait for longer; but if data (and auxiliary data) do not fit into the memory, then this algorithm is not applicable to large input at all. In this case, the problem size that is solvable by the algorithm is limited by the space overhead, which makes the improvement from parallelism much narrower. Below we will discuss how to make our edit distance algorithms more space efficient.

### 3.3 Algorithm Based on Blocked-Hashing (BFS-B-Hash)

In this section, we introduce our BFS-B-Hash algorithm that provides a more space-efficient solution by trading off worst-case time (work and span). Interestingly, we observed that on many data sets, BFS-B-Hash can even outperform BFS-Hash and other opponents due to faster construction time, and we will analyze that in Sec. 6.

To achieve better space usage, we divide the strings into blocks of size $b$. As such, we only need to store the hash values for prefixes of the entire blocks $h(A[1..b]), h(A[1..2b]), \ldots, h(A[1..[(n/b) \cdot b])$. Our idea of blocking is inspired by many string algorithms (e.g., [4]). Using this approach, we only need auxiliary space to store $O(n/b)$ hash values, and thus we can control the space usage by the parameter $b$. To compute these hash values, we will first compute the hash value for each block, and run a parallel scan (prefix sum on $\oplus$) on the hash values for all the blocks. Similar to the above, we refer to these arrays as $T_A[i] = h(A[1..ib])$ (and $T_B[i]$ accordingly), and call them *prefix tables.*
The prefix table can be used to efficiently find the LCP of two strings. We now discuss how to run LCP with only partial hash values available. The LCP function in Alg. 2 presents the process to find the LCP of $A[x..n]$ and $B[y..m]$ using the prefix tables. We present an illustration in Fig. 2. We will use the same dual binary search approach to find the LCP of two strings. Since we do not store the hash values for all prefixes, we use a function $GetHash(A, T_4, x)$ to compute $h(A[x..n])$. We can locate the closest precomputed hash value and use $r$ as the previous block id before $x$. Then the hash value up to block $r$ is $h = T_A[r]$. We then concatenate the rest characters to the hash value (i.e., return $h \oplus h(A[r+1]) \oplus \cdots \oplus h(A[x])$). In this way, we can compute the hash value of any prefixes for both $A$ and $B$, and plug this scheme into the dual binary search in BFS-Hash. In each step of dual binary search, the concatenation of hash value can have at most $b$ steps, and thus leads to a factor of $b$ overhead in query time than BFS-Hash.

We now discuss how to run LCP with only partial hash values available. The LCP function in Alg. 2 presents the process to find the LCP of $A[x..n]$ and $B[y..m]$ using the prefix tables. We present an illustration in Fig. 2. We will use the same dual binary search approach to find the LCP of two strings. Since we do not store the hash values for all prefixes, we use a function $GetHash(A, T_4, x)$ to compute $h(A[x..n])$. We can locate the closest precomputed hash value and use $r$ as the previous block id before $x$. Then the hash value up to block $r$ is $h = T_A[r]$. We then concatenate the rest characters to the hash value (i.e., return $h \oplus h(A[r+1]) \oplus \cdots \oplus h(A[x])$). In this way, we can compute the hash value of any prefixes for both $A$ and $B$, and plug this scheme into the dual binary search in BFS-Hash. In each step of dual binary search, the concatenation of hash value can have at most $b$ steps, and thus leads to a factor of $b$ overhead in query time than BFS-Hash.

**Theorem 3.** BFS-B-Hash computes the edit distance between two sequences of length $n$ and $m \leq n$ in $O(n + k^2 \cdot b \log n)$ work and $O(kb)$ span, using $O(n/b + k)$ auxiliary space, where $k$ is the output size (fewest possible edits).

The term $k$ in space usage is from the BFS (each frontier is at most size $O(k)$). $O(b \log n)$ is the work for each LCP query. Note that this is an upper bound—if the LCP length $L$ is small, the cost can be significantly smaller (a tighter bound is $O(\min(L, b \log L))$). Sec. 6 will show that for normal input strings where the LCP lengths are small in most queries, the performance of BFS-B-Hash is indeed the fastest, although for certain input instances when the worst case is reached, the performance is not as good.
The AALM Algorithm. As described above, the edit distance problem can be considered as a shortest distance (SD) problem from the top-left cell $(0,0)$ to the bottom-right cell $(n,n)$ in the DP matrix $G$. Instead of directly computing the SD from $(0,0)$ to $(n,n)$, AALM computes pairwise SD between any cell on the left/top boundaries and the bottom/right boundaries (i.e., those on $L \cup U$ to $W \cup R$ in Fig. 3(a)). We relabel all cells in $L \cup U$ as a sequence $v = \{ v_0, v_1, \ldots, v_{2n} \}$ (resp., $W \cup R$ as $u = \{ u_0, u_1, \ldots, u_{2n} \}$), as shown in Fig. 3. Therefore, for the DP matrix $G$, the pairwise SD between $v$ and $u$ forms a $(2n+1) \times (2n+1)$ matrix. We call it the SD matrix of $G$, and denote it as $D_G$. AALM uses a divide-and-conquer approach. It first partitions $G$ into four equal submatrices $G_1$, $G_2$, $G_3$, and $G_4$ (See Fig. 3(b)), and recursively computes the SD matrices for all $G_i$. We use $D_i$ to denote the SD matrix for $G_i$. In the “conquer” step, the AALM algorithm uses a Combine subroutine to combine two SD matrices into one if they share a common boundary (our algorithm also uses this subroutine). For example, consider combining $G_1$ and $G_2$. We still use $v_i$ and $u_j$ to denote the cells on the left/top and bottom/right boundaries of $G_i$ and $G_2$ as $w_1, \ldots, w_{n/2}$, ordered from left to right. For any pair $v_i$ and $u_j$, if they are in the same submatrix, we can directly get the SD from the corresponding SD matrix. Otherwise, WLOG assume $v_i \in G_1$ and $u_j \in G_2$, then we compute the SD between them by finding $\min_{l} D_1[i,l] + D_2[l,j]$, i.e., for all $w_l$ on the common boundary, we attempt to use the SD between $v_i$ to $w_l$, and $w_l$ to $u_j$, and find the minimum one. Similarly, we can combine $D_3$ with $D_4$, and $D_{1,2}$ with $D_{3,4}$, and eventually get $D_G$. We note that the Combine algorithm, even theoretically, is highly involved. At a high level, it uses the Monge property of the shortest distance (the monotonicity of the DP recurrence), and we refer the readers to [1] for a detailed algorithm description and theoretical analysis. In Sec. 5.2, we highlight a few challenges and our solutions for implementing this highly complicated algorithm. Theoretically, combining two $n \times n$ SD matrices can be performed in $O(n^2)$ work and $O(\log^2 n)$ span, which gives $O(n^2 \log n)$ work and $O(\log^3 n)$ span for AALM.

Our algorithm. The AALM algorithm has $\tilde{O}(n^2)$ work ($\tilde{O}(nm)$ if $n \neq m$) and polylogarithmic span, which is inefficient in the output-sensitive setting. As mentioned in Sec. 3.1, only a narrow width-$O(k)$ diagonal area in $G$ is useful (Fig. 3(d)). We thus propose an output-sensitive DAC-SD algorithm adapted from the AALM algorithm. We follow the
same steps in AALM, but restrict the paths to the diagonal area, although the exact size is unknown ahead of time. We first present the algorithm to compute the shortest distance on the diagonal region with width $2t + 1$ as function Check($t$) in Alg. 3, which restricts the search in diagonals $-t$ to $t$. First, we divide such a region into four sub-regions (see Fig. 3(d)). Two of them ($G_1$ and $G_4$) are of the same shape, and the other two of them ($G_2$ and $G_3$) are triangles. For $G_2$ and $G_3$, we use the AALM algorithm to compute their SD matrices by aligning them to squares. For $G_1$ and $G_4$, we process them recursively, until the base case where the edge length of the matrix is smaller than $t$ and they degenerate to squares, in which case we apply the AALM algorithm. Note that even though the width-(2t + 1) diagonal stripe is not a square ($G_1$ and $G_4$ are also of the same shape), the useful boundaries are still the left/top and bottom/right boundaries ($L \cup U$ and $W \cup R$ in Fig. 3(d)). Therefore, we can use the same Combine algorithm as in AALM to combine the SD matrices. For example, in Fig. 3(d), when combining $G_1$ with $G_2$, we obtain the pairwise distance between $L \cup U$ and $R \cup R'$ using the common boundary $W$. We can similarly combine all $G_1, G_2, G_3,$ and $G_4$ to get the SD matrix for $G$.

However, the output value $k$ is unknown before we run the algorithm. To overcome this issue, we use a strategy based on prefix doubling to “binary search” the value of $k$ without asymptotically increasing the work of the algorithm. We start with $t = 1$, and run the Check($t$) in Alg. 3 (i.e., restricting the search in a width-(2t + 1) diagonal). Assume that the Check function returns $\sigma$ edits. If $\sigma \leq t$, we know that $\sigma$ is the SD from (0, 0) to (n, n), since allowing the path to go out of the diagonal area will result in an answer greater than $t$. Otherwise, we know $\sigma > t$, and $\sigma$ is not necessarily the shortest distance from the (0, 0) to (n, n), since not restricting the path in the $t$-diagonal area may allow for a shorter path. If so, we double $t$ and retry. Although we need $O(\log k)$ searches before finding the final answer $k$, we will show that the total search cost is asymptotically bounded by the last search. In the last search, we have $t < 2k$.

We first analyze the cost for Check($t$). It contains two recursive calls, two calls to AALM, and three calls to the Combine function. Therefore, the work for Check($t$) is $W(n) = 2W(n/2) + O(t^2 \log t)$, with base cases $W(t) = t^2 \log t$, which solves to $W(n) = O(nt \log t)$. For span, note that there are $\log(n/t)$ levels of recursion before reaching the base cases. In each level, the Combine function combines $t \times t$ SD matrices with $O(\log^2 t)$ span. In the leaf
level, the base case uses AALM with $O(\log^3 t)$ span. Therefore, the total span of a Check is:

$$O(\log n/t \cdot \log^2 t + (\log n/t + \log^3 t)) = O(\log^2 t \cdot (\log n/t + \log t)) = O(\log^2 t \log n)$$  \hspace{1cm} (1)

We will apply $\text{Check}(\cdot)$ for $O(\log k)$ times, with $t = 1, 2, 4, \ldots$ up to at most $2k$. Therefore, the total work is dominated by the last $\text{Check}$, which is $O(\log k \log n)$. The span is $O(\log n \log^3 k)$.

▶ **Theorem 4.** The DaC-SD algorithm computes the edit distance between two sequences of length $n$ and $m \leq n$ in $O(nk \log k)$ work and $O(\log n \log^3 k)$ span, where $k$ is the output size (fewest possible edits).

Compared to the BFS-based algorithms with $\tilde{O}(k)$ span, our DaC-SD is also output-sensitive and achieves polylogarithmic span. However, the work is $\tilde{O}(kn)$ instead of $\tilde{O}(n + k^2)$, which will lead to more running time in practice for a moderate size of $k$.

5 Implementation Details

We provide all implementations for the four algorithms as well as testing benchmarks at [16]. In this section, we highlight some interesting and challenging parts of our implementations.

5.1 Implementation Details of BFS-based Algorithms

For the suffix array construction in BFS-SA, we implemented a parallel version of the DC3 algorithm [31]. We also compared our implementation with the SA implementation in ParlayLib [7], which is a highly-optimized version of the prefix doubling algorithm with $O(n \log n)$ work and $O(\log^2 n)$ span. On average, our implementation is about 2$\times$ faster than that in ParlayLib when applied to edit distance. We present some results for their comparisons in Tab. 5 in the appendix. For LCP array construction and preprocessing RMQ queries, we use the implementation in ParlayLib [7], which requires $O(n \log n)$ work and $O(\log^2 n)$ span. With them, the query has $O(1)$ cost.

In our experiments on both synthetic and real-world data, we observed that the LCP length is either very large when we find two long matched chunks, or in most of the cases, very short when they are not corresponding to each other. This is easy to understand—for genomes, text or code with certain edit history, it is unlikely that two random starting positions share a large common prefix. Based on this, we add a simple optimization for all LCP implementations such that we first compare the leading eight characters, and only when they all match, we use the regular LCP query. This simple optimization greatly improved the performance of BFS-SA, and also slightly improved the hash-based solutions.

5.2 Implementation Details of the DaC-SD Algorithm

Although our DaC-SD algorithm given in Alg. 3 is not complicated, we note that implementing it is highly non-trivial in two aspects. First, in Sec. 4, we assume both strings $A$ and $B$ have the same length $n$, which is a power of two. However, handling two strings with different lengths makes the matrix partition more complicated in practice. Another key challenge is that the combining step in the AALM algorithm is recursive and needs to allocate memory with varying sizes in the recursive execution. While memory allocation is mostly ignored theoretically, frequent allocation in practice can easily be the performance bottleneck in the parallel setting. We discuss our engineering efforts as follows.
Irregularity. The general case, when \( n \) and \( m \) are not powers of two and not the same, is more complicated than the case in Alg. 3. In this case, all four subproblems \( G_1, G_2, G_3, \) and \( G_4 \) will have different sizes. While theoretically, we can always round up, for better performance in practice, we need to introduce additional parameters to restrict the search within the belt region as shown in Fig. 4. Therefore, we use two parameters \( t_1 \) and \( t_2 \), to denote the lengths of the diagonal area on each side. We show an illustration in Fig. 4(a) along with how to compute the subproblem sizes. In extreme cases, \( t_1 \) or \( t_2 \) can degenerate to 0, which results in three subproblems (Fig. 4(b)). In such cases, we will first merge \( G_2 \) and \( G_4 \), then merge \( G_1 \) and \( G_2 \cup G_4 \).

The Combining Step. As mentioned in Sec. 4, achieving an efficient combining step is highly non-trivial. The straightforward solution to combine two matrices is to use the Floyd-Warshall algorithm [17], but it incurs \( O(n^3) \) work and will be a bottleneck. The AALM algorithm improves this step to \( O(n^2) \) by taking advantage of the Monge property of the two matrices. For page limit, we introduce the details of the combining algorithm in Appendix B.1. However, the original AALM algorithm is based on divide-and-conquer and requires memory allocation for every recursive function call. This is impractical as frequent parallel memory allocation is extremely inefficient. To overcome this challenge, we redesign the recursive solution to an iterative solution, such that we can preallocate the memory space before the combining step. No dynamic memory allocation is involved during the computation. We provide the details of this approach in Appendix B.2.

6 Experiments

Setup. We implemented all algorithms in C++ using ParlayLib [7] for fork-join parallelism and some parallel primitives (e.g., reduce), which streamlines the programming process. Our tests use a 96-core (192 hyperthreads) machine with four Intel Xeon Gold 6252 CPUs, and 1.5 TB of main memory. We utilize \texttt{numactl -i all} in tests with more than one thread to spread the memory pages across CPUs in a round-robin fashion. We run each test three times and report the median.

Tested Algorithms and Datasets. We tested five algorithms in total: four output-sensitive algorithms in this paper (BFS-SA, BFS-Hash, BFS-B-Hash, DaC-SD), and a baseline algorithm from ParlayLib [7], which is a parallel output-insensitive implementation with \( O(nm) \) work. We are unaware of other parallel implementations that provide output-sensitive
Figure 5 Running time (in seconds) of synthetic and real-world datasets for all algorithms. Lower is better. We put an “x” if the algorithm does not finish within 1000 seconds. For BFS-based algorithms, we separate the time into building time (constructing the data structure for LCP queries) and query time (running BFS). All bars out of the range of the y-axis are annotated with numbers. The number is the total running time for DaC-SD and ParlayLib, and is in the format of $a + b$ for BFS-SA, where $a$ is the building time and $b$ is the query time. Full results are presented in Tab. 4 in the appendix.

cost bounds. We use $b = 32$ for our BFS-B-Hash. As we will show later, the running time is generally stable with $4 \leq b \leq 64$. We tested the algorithms on both synthetic and real-world datasets. For synthetic datasets, we generate random strings with different string lengths $n = 10^i$ for $6 \leq i \leq 9$ and $k$ (number of edits) varying from $1$ to $10^4$, and set the size of the alphabet as 256. We create strings $A$ and $B$ by generating $n$ random characters, and applying $k$ edits. The $k$ edits are uniformly random for insertion, deletion and substitution. For $k \ll n$, we have $m \approx n$. All values of $k$ shown in the figures and tables are approximate values. Our real-world datasets include Wikipedia [44], Linux kernel [39], and DNA sequences [50]. We compare the edit distance between history pages on Wikipedia and history commits of a Linux kernel file on GitHub. We also compare DNA sequences by adding valid modifications to them to simulate DNA damage or genome editing techniques, as is used in many existing papers [11, 13, 29, 56]. We present the statistics of the real-world datasets in Tab. 2.

Overall Performance on Synthetic Data. We present our results on synthetic data in the upper part of Fig. 5. We also present the complete results in Tab. 4. For BFS-based algorithms, we also separate the time for building the data structures for LCP queries, and the query time (the BFS process). ParlayLib cannot process instances with $n > 10^6$ due to its $O(nm)$ work bound.

We first compare our solutions with ParlayLib [7]. Since ParlayLib is not output-sensitive, its running time remains the same regardless of the value of $k$. Among the tests that
ParlayLib can process \((n = 10^6)\), our output-sensitive algorithms are much faster than ParlayLib, especially when \(k\) is small (up to \(10^5\times\)). For \(n = 10^6\), all our BFS-based algorithms are at least \(1.7\times\) faster than ParlayLib even when \(k \approx n/10\).

We then compare our DaC- and BFS-based solutions. DaC-SD has the benefit of polylogarithmic span, compared to \(\tilde{O}(k)\) span for the BFS-based algorithm. Although this seems to suggest that DaC-SD should have better performance when \(k\) is large, the result shows the opposite. The reason is that DaC-SD has \(\tilde{O}(nk)\) work, compared to \(\tilde{O}(n + k^2)\) cost of the BFS-based algorithms. When \(k\) becomes larger, the overhead in work is also more significant. On the other hand, when \(k\) is small, the \(\tilde{O}(nk)\) work becomes linear, which hides the inefficiency in work. Therefore, the gap between DaC-SD and other algorithms is smaller when \(k\) is small, but DaC-SD is still slower than BFS-based algorithms in all test cases, especially when \(k\) is large. This experiment reaffirms the importance of work efficiency on practical performance for parallel algorithms.

Finally, we compare all our BFS-based solutions. Our hash-based solutions have significant advantages over the other implementations when \(k\) is small, since the pre-processing time for hash-based solutions is much shorter. When \(k\) is large, pre-processing time becomes negligible, and BFS-HASH seems to be the ideal choice since its query is also efficient. In particular, for \(n \approx m \approx 10^3\), hash-based algorithms use about 1 second for pre-processing while BFS-SA uses about 100 seconds. Although BFS-SA also has \(O(n)\) construction time, the constant is much larger and its memory access pattern is much worse than the two hash-based solutions. We note that in some cases, the query time of BFS-SA can still be faster than BFS-HASH and BFS-B-HASH, especially when \(k\) is large, which is consistent with the theory \((O(1)\) vs. \(O(\log n)\) or \(O(b \log n)\) per LCP query).

In theory, BFS-B-HASH reduces space usage in BFS-HASH by increasing the query time. Interestingly, when \(k\) is small, BFS-B-HASH can also be faster than BFS-HASH by up to \(2.5\times\). This is because BFS-B-HASH incurs fewer writes (and thus smaller memory footprints) in preprocessing that leads to faster building time. When \(k\) is small, the running time is mostly dominated by the building time, and thus BFS-B-HASH can perform better. When \(k\) is relatively large and \(k^2\) is comparable to \(n\), BFS-HASH becomes faster than BFS-B-HASH due to better LCP efficiency. In fact, when \(k\) is large, the running time is mainly dominated by the query (BFS), and all three algorithms behave similarly. It is worth noting that in these experiments with \(|\Sigma| = 256\) and random edits, in most of the cases, the queried LCP is small. Therefore, the \(O(\log n)\) or \(O(b \log n)\) query time for BFS-HASH and BFS-B-HASH are not tight, and they have much better memory access patterns than BFS-SA in LCP.
queries. As a result, they can have matching or even better performance than BFS-SA. Later we will show that under certain input distributions where the average LCP length is large, BFS-SA can have some advantage over both BFS-HASH and BFS-B-HASH.

**Real-World Datasets.** We now analyze how our algorithms perform on real-world string and edit patterns. The results are shown in the lower part of Fig. 5. The results are mostly consistent with our synthetic datasets, where BFS-HASH is more advantageous when $k$ is small, and BFS-HASH performs the best when $k$ is large. When $k$ is large, BFS-SA can also have comparable performance to the hash-based solutions.

**LCP Length vs. Performance.** It seems that for both synthetic and real-world data shown above, our hash-based solutions are always better than BFS-SA. It is worth asking, whether BFS-SA can give the best performance in certain cases, given that it has the best theoretical bounds (see Tab. 1). By investigating the bounds carefully, BFS-SA has better LCP query cost as $O(1)$, while the costs for BFS-HASH and BFS-B-HASH are $O(\log L)$ and $O(b \log L)$, respectively, where $L$ is the LCP length. This indicates that BFS-SA should be advantageous when $k$ and $L$ are both large. To verify this, we artificially created input instances with medium to large values of $k$ and controlled average LCP query lengths, and showed the results in Fig. 6 on two specific settings.

The experimental result is consistent with the theoretical analysis. The running time for BFS-HASH increases slowly with $L$, while the performance of BFS-B-HASH grows much faster, since it is affected by a factor of $O(b)$ more than BFS-HASH. The query time for BFS-SA almost stays the same, but also increases slightly with increasing $L$. This is because in general, with increasing $L$, the running time for all three algorithms may increase slightly due to worse cache locality in BFS due to more long matches. In Figure 6(a), the building time for both BFS-HASH and BFS-B-HASH are negligible, while BFS-SA still incurs significant building time. Even in this case, with an LCP length of 300, the query time of the hash-based solutions still becomes larger than the total running time of BFS-SA. In Figure 6(b) with a larger $k$, the building time for all three algorithms is negligible. In this case, BFS-SA always has comparable performance with BFS-HASH, and may perform better when $L > 20$. However, such extreme cases (both $k$ and $L$ are large) should be very rare in real-world datasets - when $k$ is large enough so that the query time is large enough to hide SA’s building time, $L$ is more likely to be small, which in turn is beneficial for the query bounds in hash-based solutions. Indeed such cases did not appear in our 33 tests on both synthetic and real data.

**Parallelism.** We test the self-relative speedup of all algorithms. We present speedup numbers on two representative tests with different values of $n$ and $k$ in Tab. 3. For BFS-based algorithms, we separate the speedup for building and query. All our algorithms are highly parallelized. Even though BFS-SA and DaC-SD have a longer running time, they still have a $48\times 68\times$ speedup, indicating good scalability. Our BFS-HASH algorithm has about $40\times 50\times$ speedup in building, and BFS-B-HASH has a lower but decent speedup of about $20\times 40\times$. When $k$ is small, the frontier sizes (and the total work) of BFS are small, and the running time is also negligible. In this case, we cannot observe meaningful speedup. For larger $k = 10^5$, three BFS-based algorithms achieve $27\times 48\times$ speedup both in query and entire edit distance algorithm.

**Space Usage.** We study the time-space tradeoff of our BFS-B-HASH with different block sizes $b$. We present the auxiliary space used by the prefix table in BFS-B-HASH along with running time in Fig. 7 using one test case with $n = 10^8$ and $k = 10^5$ in our synthetic dataset. The dotted line shows the input size. Note that when $b = 1$, it is exactly BFS-HASH. Since the inputs are 8-bit characters and the hash values are 64-bit integers, BFS-HASH incurs $8\times$
Table 3 Self-relative speedup of each implementation in each step. “Build” = constructing the data structure for LCP queries. “Query” = the BFS process. “t.o.” = timeout. We omit query speedup when $k = 10$ because there is little parallelism to be explored for BFS with small $k$, and the BFS time is also small and hardly affects the overall speedup. 192 hyperthreads are used for parallel executions.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>BFS-B-Hash</th>
<th>BFS-Hash</th>
<th>BFS-SA</th>
<th>DaC-SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^8$</td>
<td>10</td>
<td>20.4</td>
<td>46.6</td>
<td>49.6</td>
<td>68.2</td>
</tr>
<tr>
<td>$10^9$</td>
<td>10</td>
<td>24.2</td>
<td>42.7</td>
<td>51.2</td>
<td>t.o.</td>
</tr>
<tr>
<td></td>
<td>$10^5$</td>
<td>19.9</td>
<td>46.5</td>
<td>49.4</td>
<td></td>
</tr>
</tbody>
</table>

space overhead than the input size. Using blocking, we can avoid such overhead and keep the auxiliary space even lower than the input. The auxiliary space decreases linearly with the block size $b$. Interestingly, although blocking itself incurs time overhead, the impact in time is small: the time grows by $1.19\times$ from $b = 1$ to 2, and grows by $1.08\times$ from $b = 2$ to 64. This is mostly due to two reasons: 1) as mentioned, with 8-bit character input type and random edits, the average LCP length is likely short and within the first block, and therefore the query costs in both approaches are close to $O(L)$ for LCP length $L$, and 2) the extra factor of $b$ in queries (Line 17) is mostly cache hits (consecutive locations in an array). This illustrates the benefit of using blocking in such datasets, since blocking saves much space while only increasing the time by a small fraction.

7 Conclusion and Discussions

We proposed output-sensitive parallel algorithms for the edit-distance problem, as well as careful engineering of them. We revisited the BFS-based Landau-Vishkin algorithm. In addition to using SA as is used in Landau-Vishkin (our BFS-SA implementation), we also designed two hash-based data structures to replace the SA for more practical LCP queries (BFS-Hash and BFS-B-Hash). We also presented the first output-sensitive parallel algorithm based on divide-and-conquer with $\tilde{O}(nk)$ work and polylogarithmic span. We have also shown the best of our engineering effort on this algorithm, although its performance seems less competitive than other candidates due to work inefficiency.

We implemented all these algorithms and tested them on synthetic and real-world datasets. In summary, our BFS-based solutions show the best overall performance on datasets with real-world edits or random edits, due to faster preprocessing time and better I/O-friendliness. BFS-Hash performs the best in time when $k$ is large. BFS-B-Hash has better performance when $k$ is small. The blocking scheme also greatly improves space efficiency without introducing much overhead in time. In very extreme cases where both $k$ and the LCP lengths are large, BFS-SA can have some advantages over the hash-based solutions, while BFS-B-Hash can be much slower than BFS-Hash. However, such input patterns seem rare in the real world.

All our BFS-based solutions perform better than the output-insensitive solution in ParlayLib, and the DaC-based solution with $\tilde{O}(nk)$ work and polylogarithmic span, even for large $k > \sqrt{n}$. The results also imply the importance of work efficiency in parallel algorithm designs, consistent with the common belief in the literature [51, 23]. Because the number of cores in modern multi-core machines is small (usually hundreds to thousands) compared to the problem size, an algorithm is less practical if it blows up the work significantly, as parallelism cannot compensate for the performance loss due to larger work.
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A More Details for the Landau-Vishkin Algorithm

As mentioned in Sec. 1, computing the edit distance (the value \( G(n, m) \)) is equivalent to finding the shortest distance in a \( n \times m \) grid from \((1, 1)\) to \((n, m)\). We will use \( x \) and \( y \) to denote the row and column ids of a cell, respectively. Each cell \((x, y)\) in the grid has three out-going edges to its left, right, and bottom-right neighbors (if any). The edge weight is 0 if it is an edge to the bottom-right and \( A[x+1] = B[y+1] \), and 1 otherwise. Since the edges have unit weights (or 0), we can use a BFS algorithm to compute the shortest path. In round \( t \), we can process cells with edit distance \( t \). The algorithm terminates when we reach cell \((n, m)\). As mentioned, the key benefit of using BFS is that not all cells need to be processed. For example, all cells with \(|x - y| > k\) will not be reached when we reach \((n, m)\) with edit distance \( k \), since they require at least \( k \) edits. Another important observation is that starting from any cell \((x, y)\), if there are diagonal edges with weight 0, we should always follow the edges until a unit-weight edge is encountered. In other words, we should always find the longest common prefix (LCS) \( p \) starting from \( A[x+1] \) and \( B[y+1] \) and skip to the cell at \((x+|p|, y+|p|)\) with no edit. We show an illustration in Fig. 1. Based on these ideas, it has been proved that a BFS-based edit distance algorithm only needs to visit \( O(k^2) \) cells in the DP matrix.

\[ \textbf{Lemma 5.} \text{ In the BFS-based edit distance algorithm, the total size of the frontiers is } O(k^2), \text{ where } k \text{ is the output edit distance.} \]

Intuitively, this is because on each diagonal (top-left to bottom-right), there can be at most one useful cell for each edit distance \( t \). In particular, for multiple cells with the same edit distance, we only need to keep the last one (with the largest row id). We refer the readers to the previous papers for more analysis of this algorithm [36]. This indicates the \( O(k^2) \) bound in Lemma 5.

The parallel edit distance problem then boils down to designing a parallel BFS algorithm and an efficient data structure to find the LCS starting from any \( A[x] \) and \( B[y] \). We implemented the BFS-based framework in Landau-Vishkin, which is illustrated in Fig. 1. We first use the function \( LCP \) as a black box. In our paper, we use three implementations for the \( LCP \) query, including SA and two hash-based algorithms, introduced in Sec. 3. As mentioned, we will run the algorithm in rounds, and in round \( t \), we will process a \textit{frontier} of cells, which have edit distance \( t \). Conceptually, the frontier of round \( t \) can be obtained from the cells in the frontier of round \( t-1 \). Our starting point is cell \((p, p)\), where \( p \) is the LCP length of \( A \) and \( B \), since there is no cost to match the first \( p \) characters in \( A \) and \( B \). Recall that on each diagonal, we only need to keep the last cell with a certain edit distance. Therefore, we store the cells in the frontier based on their diagonal ids. For a cell \((x, y)\), we define its diagonal id as \((x - y)\) (see Fig. 1). Cells with the same \((x - y)\) values are on the same diagonal. We will represent each frontier \( t \) as an array \( f_t[i] \), where \( f_t[i] \) represents the last cell in frontier \( t \) on diagonal \( i \). Note that we only need to store the \( x \)-coordinate in \( f_t[i] \), since \( y \) can be computed as \( x - i \). As mentioned, the starting point is \( f_0[0] = LCP(A[1..n], B[1..m]) \) (Line 1 in Alg. 1).

The target cell \((n, m)\) is on diagonal \( n - m \) with row id \( x = n \), therefore, we start a while-loop as long as the current frontier has not reached this cell (i.e., \( f_t[n-m] \neq n \), Line 3). In the \( t \)-th round in the while-loop, we generate frontier \( t \), which are cells reachable in \( t \) edits. Note that within \( t \) edits, the possible diagonal ids \( i \in [-t, t] \). We will enumerate all such diagonal ids \( i \), and find the corresponding cell in frontier \( t \) on diagonal \( i \), i.e., finding \( f_t[i] \). All diagonals can be processed in parallel. The cell \((x, y)\) in frontier \( t \) must be reached from a cell \((x', y')\) in frontier \( t-1 \). We use \( \langle dx, dy \rangle \) to denote the delta in \( x \)- and \( y \)-coordinates.
from \((x', y')\) to \((x, y)\). Then there are three cases: \((0, 1)\), \((1, 0)\), and \((1, 1)\). To find the cell of \(f_i[i]\), we will first track the possible predecessor in each of the three directions, and compute \(f_i[i]\) accordingly. Note that \(x' - y' = (x - dx) - (y - dy) = (x - y) - dx + dy = i - dx + dy\). Therefore, the diagonal id of \((x', y')\) must be \(j = i - dx + dy\) (Line 8). If \(j\) is within the explored range, we then get \(x' = f_{i-1}[j]\). Accordingly, we can compute the values of \(x\) and \(y\) (Lines 10, 11). Therefore, we know \((x, y)\) has edit distance \(r\). However, this cell \((x, y)\) is not necessarily the last cell with edit distance \(r\) on diagonal \(i\). We will further check the LCP of \(A[x + 1..n]\) and \(B[y + 1..m]\), denoting it as \(p\). This means that from \(A[x + 1]\) and \(B[y + 1]\), the next \(p\) characters are all the same, and we should match them without any edits. Therefore, we move the cell to the bottom-right by \(p\) cells (Line 12). Finally, for all three directions, we keep the largest \(x\) value among them, since we are interested in the last cell with distance \(r\) in each diagonal. Fig. 1 shows an example of finding \(f_2[0]\), i.e., finding the (last) cell with 2 edits on diagonal 0.

B More Details for the Combining Step in the AALM Algorithm

B.1 The Algorithm

As discussed in Sec. 4, we need to compute the SD between \(v_i \in G_1\) and \(u_j \in G_2\) by finding \(\min\{D_1[i, l] + D_2[l, j]\}\), i.e., for all \(w_l\) on the common boundary, we attempt to use the SD between \(v_i\) to \(w_l\), and \(w_l\) to \(u_j\), and find the minimum one (See Fig. 3(c)). A naïve solution is to use the Floyd-Warshall algorithm [17]. However, it results in \(O(n^3)\) work and could be the bottleneck of the algorithm. The AALM algorithm tackles this challenge by using of the Monge property. We can show the following theorem.

**Lemma 6** ([1]). Let \(\theta(v_i, u_j)\) be the leftmost point on the common boundary such that at least one of the shortest paths from \(v\) to \(u\) goes through it. For any \(v_i\) and \(u_{j_1}, u_{j_2}\) s.t., \(j_1 < j_2\), \(\theta(v_i, u_{j_1}) \leq \theta(v_i, u_{j_2})\).

We call \(\theta(v_i, u_j)\) the **best choice** from \(v_i\) to \(u_j\). This theorem indicates that the best choices have the monotonic property. For certain \(v_i\), the best choices for \(u_1, u_2, \ldots, u_n\) is monotonically increasing (going from the left to the right), or more accurately non-decreasing.

The intuition behind the theorem is that two paths that originate from the same point \(v\) and end at two different points \(u_1, u_2\) do not cross each other. If \(\theta(v, u_i) > \theta(v, u_j)\), two paths \(\alpha, \beta\) will intersect at a point \(z\) that does not belong to the boundary of \(G_{1,2}\) (See Fig. 8(b)). Let \(\text{prefix}(\alpha)\) be the length from \(v\) to \(z\) using the path \(\alpha\) (resp., \(\text{prefix}(\beta)\)).

1) If \(\text{prefix}(\alpha) = \text{prefix}(\beta)\), replacing \(\alpha\) with \(\beta\) yields another shortest path from \(v\) to \(u_i\),
which crosses the common boundary through a point on the left of \( \theta_v(u_i) \), contradicting the definition of \( \theta \). 2) If \( \text{prefix}(\alpha) \neq \text{prefix}(\beta) \), WLOG, assume the length of \( \text{prefix}(\alpha) \) is smaller than \( \text{prefix}(\beta) \), then for the path from \( v \) to \( u_j \), replacing \( \beta \) with \( \alpha \) yields a shorter path (contradiction).

With this property, we can combine the SD matrices of \( G_1 \) and \( G_2 \) (i.e., \( D_1 \) and \( D_2 \)) efficiently using divide-and-conquer.

\textbf{Lemma 7 ([1])}. \( D_1 \) and \( D_2 \) can be combined in \( O(n^2) \) work and \( O(\log^2 n) \) span.

Let \( X \) be the \((n + 1) \times (n/2 + 1)\) submatrix containing the shortest distance from the top/left boundaries (i.e., \( n/2 \leq v \leq 3n/2 \) in Fig. 8(a)) to the bottom boundary (i.e., \( 0 \leq w \leq n/2 \) in Fig. 8(a)) of \( G_1 \). Similarly, Let \( Y \) be the \((n/2 + 1) \times (n + 1)\) submatrix containing the shortest distance from the top boundary (i.e., \( 1 \leq w \leq n/2 \) in Fig. 3 (b)) to the bottom/right boundaries (i.e., \( 0 \leq u \leq n \) in Fig. 3 (b)) of \( G_2 \). Combining \( G_1 \) and \( G_2 \) can be boiled down to computing the product \( XY \) in the closed semiring (min, +). This can be computed recursively:

1) Recursively solve the problem for the product \( X'Y' \) where \( X' \) (resp., \( Y' \)) is a \( n/2 \times n/2 \) matrix consisting of the even rows (resp., columns) in \( X \) (resp., \( Y \)). This gives \( \theta(v, u) \) for all pairs \((v, u)\) whose respective parties are (even, even).

2) Compute \( \theta(v, u) \) for all pairs \((v, u)\) of parities (even, odd). As we already have the (even, even) pairs, we can compute \( \theta(v_{2k}, u_{2k+1}) \) by only considering the relevant range of the common boundary from \( \theta(v_{2k-1}, u_{2k+1}) \) to \( \theta(v_{2k+1}, u_{2k+1}) \) according to Lemma 6.

3) Compute \( \theta(v, u) \) for all pairs \((v, u)\) of parities (odd, even) using the same method as in 2).

4) Compute \( \theta(v, u) \) for all pairs \((v, u)\) of parities (odd, odd) using a similar method as in 2).

We note that the “even/odd” definition may have minor differences when the array is stored as 0-based or 1-based, but the high-level idea is the same.

This combining step yields recurrences of \( W(n, m) = W(n/2, m) + O(nm) \) and \( D(n, m) = D(n/2, m) + O((\log n + \log m)^3) \), which gives \( W(n) = O(n^2) \) and \( D(n) = D(\log^3 n) \).

\textbf{Theorem 8 ([1])}. The AALM algorithm computes the edit distance in \( O(n^2 \log^2 n) \) work and \( O(\log^5 n) \) span.

\subsection{Our Implementation}

The idea behind the aforementioned recursive method is not too complicated, but it is impractical since it requires allocating and initializing an SD matrix in each recursive call. In particular, a faithful implementation of this divide-and-conquer \textit{Combine} algorithm solves a subproblem on all odd-odd pairs (and other parity combinations), which requires initializing an SD array for such subproblems if we solve them recursively. However, allocating memory dynamically in parallel is very inefficient, or even impractical. As a result, we adapt this recursive method to an iterative one to avoid parallel memory allocation. As mentioned in Sec. 4, WLOG assume \( n = 2^\gamma \). In the case where \( n \) is not a power of 2, we just treat \( n \) as \( n' = 2^{[\log n]} \).

Let \( \gamma = \log n \). We will compute the all pair shortest distances between \( u_{1..n} \) and \( v_{1..n} \) in \( \gamma = \log n \) rounds. In round \( r (1 \leq r \leq \gamma) \), we compute all pair shortest distance between \( u_i \) and \( v_j \) for all possible \( i \) and \( j \), where \( s = 2^{\gamma-r} \), i.e., we select every \( s \) elements in \( u \), and every \( s \) elements in \( v \), and compute the all pair shortest distance between them. When we finish round \( r = \gamma = \log n \), \( s = 2^0 = 1 \), which means that all pairs between \( u \) and \( v \) will be processed and we finish computing the SD matrix. This process simulates the recursive solution in AALM, but can be processed iteratively.
In particular, in round \( r \), among all pairs \( u_s \cdot i \) and \( v_s \cdot j \), we already know the SD and best choices for all of even values \( s \), i.e., for any \( i = 2p \) and \( j = 2q \), because they are processed in the previous round \( r - 1 \). Therefore, using the best choices of all even values, for each (odd, even) pair \( i = 2p + 1 \), and \( j = 2q \), we can narrow down the search for the best choice in a subrange of the common boundary between \( \theta(\theta(v_s \cdot 2p, u_s \cdot 2q)) \) and \( \theta(\theta(v_s \cdot (2p+2), u_s \cdot 2q)) \). In this way, we can use a non-recursive algorithm to find the all-pair shortest paths between \( v_i \) and \( u_j \), and thus we only need to use one SD matrix for the entire process, avoiding allocating and initializing an SD matrix in every recursive call.

This algorithm has the same computation as the recursive version, and thus has the same work and span bounds.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( k )</th>
<th>BFS-B-Hash Building</th>
<th>Query</th>
<th>Total</th>
<th>BFS-Hash Building</th>
<th>Query</th>
<th>Total</th>
<th>BFS-SA Building</th>
<th>Query</th>
<th>Total</th>
<th>DaC-SD</th>
<th>Parlay</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^6 )</td>
<td>1</td>
<td>0.001 &lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.001 &lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.102 &lt; 0.001</td>
<td>0.102</td>
<td>0.033</td>
<td>0.102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>10</td>
<td>0.001 &lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.001 &lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.101 &lt; 0.001</td>
<td>0.101</td>
<td>0.126</td>
<td>0.101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>10^2</td>
<td>0.001 0.002 0.003</td>
<td>0.001 &lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.105 0.001</td>
<td>0.006</td>
<td>7.65</td>
<td>7.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>10^3</td>
<td>0.001 0.021 0.022</td>
<td>0.001 0.021 0.022</td>
<td>0.087 0.021 0.108</td>
<td>2.42</td>
<td>14.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>10^4</td>
<td>0.001 0.227 0.228</td>
<td>0.001 0.361 0.362</td>
<td>0.072 0.368 0.440</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>10^5</td>
<td>0.001 8.56 8.56</td>
<td>0.009 6.78 6.79</td>
<td>0.046 7.23 7.28</td>
<td>0.101 14.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>1</td>
<td>0.005 &lt; 0.001</td>
<td>0.005</td>
<td>0.007 &lt; 0.001</td>
<td>0.007</td>
<td>0.765 0.002 0.767</td>
<td>0.203</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>10</td>
<td>0.004 &lt; 0.001</td>
<td>0.004</td>
<td>0.009 &lt; 0.001</td>
<td>0.009</td>
<td>0.738 &lt; 0.001</td>
<td>0.740</td>
<td>1.60</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>10^2</td>
<td>0.003 0.004 0.007</td>
<td>0.006 &lt; 0.001</td>
<td>0.006</td>
<td>0.667 0.002 0.669</td>
<td>5.86</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>10^3</td>
<td>0.003 0.040 0.043</td>
<td>0.006 0.022 0.028</td>
<td>0.459 0.022 0.461</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>10^4</td>
<td>0.002 0.508 0.510</td>
<td>0.007 0.383 0.391</td>
<td>0.583 0.382 0.585</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^7 )</td>
<td>10^5</td>
<td>0.002 10.5 10.5</td>
<td>0.010 8.02 8.03</td>
<td>0.376 7.68 7.69</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>1</td>
<td>0.22 &lt; 0.001</td>
<td>0.22</td>
<td>0.052 &lt; 0.001</td>
<td>0.052</td>
<td>9.46 0.040 9.50</td>
<td>2.83</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>10</td>
<td>0.27 &lt; 0.001</td>
<td>0.27</td>
<td>0.053 &lt; 0.001</td>
<td>0.054</td>
<td>7.04 0.036 7.07</td>
<td>39.3</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>10^2</td>
<td>0.21 0.005 0.026</td>
<td>0.050 0.002 0.052</td>
<td>8.56 0.036 8.60</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>10^3</td>
<td>0.24 0.053 0.077</td>
<td>0.051 0.028 0.079</td>
<td>8.40 0.058 8.46</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>10^4</td>
<td>0.020 0.605 0.625</td>
<td>0.053 0.486 0.538</td>
<td>7.59 0.412 8.00</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>10^5</td>
<td>0.019 11.8 11.8</td>
<td>0.074 9.38 9.46</td>
<td>6.61 9.92 16.5</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>1</td>
<td>0.200 &lt; 0.001</td>
<td>0.200</td>
<td>0.501 &lt; 0.001</td>
<td>0.500</td>
<td>122 0.526 123</td>
<td>40.2</td>
<td>t.o.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>10</td>
<td>0.203 &lt; 0.001</td>
<td>0.204</td>
<td>0.500 &lt; 0.001</td>
<td>0.501</td>
<td>117 0.554 118</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>10^2</td>
<td>0.207 0.007 0.214</td>
<td>0.498 0.003 0.501</td>
<td>111 0.489 112</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>10^3</td>
<td>0.200 0.068 0.268</td>
<td>0.507 0.035 0.543</td>
<td>105 0.722 106</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>10^4</td>
<td>0.201 0.777 0.978</td>
<td>0.499 0.517 1.02</td>
<td>97.7 0.805 98.6</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^9 )</td>
<td>10^5</td>
<td>0.197 14.5 14.6</td>
<td>0.583 11.4 12.0</td>
<td>90.2 12.1 102</td>
<td>0.73 14.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Full experimental result of the running time on synthetic datasets (in seconds). Smaller is better. "t.o." = timeout. The fastest algorithm on each row is underlined. “Parlay” = ParlayLib [7]
<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>BFS-SA</th>
<th>BFS-SA (ParlayLib)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Building</td>
<td>Query</td>
</tr>
<tr>
<td>$10^6$</td>
<td>1</td>
<td>0.102</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$10^6$</td>
<td>10</td>
<td>0.101</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$10^2$</td>
<td>0.095</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$10^3$</td>
<td>0.087</td>
<td>0.021</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$10^4$</td>
<td>0.072</td>
<td>0.348</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$10^5$</td>
<td>0.046</td>
<td>7.23</td>
</tr>
<tr>
<td>$10^7$</td>
<td>1</td>
<td>0.765</td>
<td>0.002</td>
</tr>
<tr>
<td>$10^7$</td>
<td>10</td>
<td>0.739</td>
<td>0.001</td>
</tr>
<tr>
<td>$10^7$</td>
<td>$10^2$</td>
<td>0.667</td>
<td>0.002</td>
</tr>
<tr>
<td>$10^7$</td>
<td>$10^3$</td>
<td>0.599</td>
<td>0.002</td>
</tr>
<tr>
<td>$10^7$</td>
<td>$10^4$</td>
<td>0.503</td>
<td>0.382</td>
</tr>
<tr>
<td>$10^7$</td>
<td>$10^5$</td>
<td>0.376</td>
<td>8.68</td>
</tr>
<tr>
<td>$10^8$</td>
<td>1</td>
<td>9.46</td>
<td>0.040</td>
</tr>
<tr>
<td>$10^8$</td>
<td>10</td>
<td>9.04</td>
<td>0.036</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$10^2$</td>
<td>8.56</td>
<td>0.036</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$10^3$</td>
<td>8.40</td>
<td>0.058</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$10^4$</td>
<td>7.59</td>
<td>0.412</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$10^5$</td>
<td>6.61</td>
<td>9.92</td>
</tr>
<tr>
<td>$10^9$</td>
<td>1</td>
<td>122</td>
<td>0.526</td>
</tr>
<tr>
<td>$10^9$</td>
<td>10</td>
<td>117</td>
<td>0.554</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$10^2$</td>
<td>111</td>
<td>0.489</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$10^3$</td>
<td>105</td>
<td>0.722</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$10^4$</td>
<td>97.7</td>
<td>0.895</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$10^5$</td>
<td>90.2</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Table 5 Running time of our BFS-SA implementation and the BFS-SA implementation in ParlayLib [7].