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State-Machine Replication (SMR) uses replication to ensure that a service is available and consistent in the
presence of failures. Despite extensive research on SMR from both academia and industry for more than 30
years, there are still many unsolved challenges. This tutorial will first review the general concept of SMR,
followed by the challenges in real-world systems. We will then focus on three exciting recent progresses in
improving practical SMR systems: (i) adopting generalized consensus to shorten latency in geo-replicated
systems; (ii) exploiting randomization to simplify the system design and engineering complexity without
sacrificing performance; and (iii) using RDMA (Remote Direct Memory Access) to achieve micro-second
latency in a single datacenter. Finally, we will discuss future research opportunities.
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1 INTRODUCTION
State-Machine Replication (SMR) uses replication to ensure that a service is available and consistent
in the presence of failures. One popular mechanism for implementing SMR is to use a consensus
algorithm to agree on the total order of client requests (or commands), namely, a log-based SMR
approach [5, 22, 24]. Paxos and variants [16, 17] had mostly been the de facto choice for implement-
ing SMR, e.g., Chubby [7], Google Spanner [11], Microsoft Azure Storage [8], etc. Raft [22] recently
becomes a popular alternative. Many modern production systems choose Raft over Paxos, e.g.,
Redis [2], RethinkDB [4], CockroachDB [3], and etcd [1]. Despite extensive research on SMR for
more than 30 years, since Lamport’s seminal work on Paxos [16, 17], building an SMR production
systems still remains a tremendous challenge [7, 9, 15].
In this tutorial, we will share three exciting recent research directions in improving practical

SMR systems: (i) adopting generalized consensus to shorten latency in geo-replicated systems;
(ii) exploiting randomization to simplify the system design and engineering complexity without
sacrificing performance; and (iii) using RDMA (Remote Direct Memory Access) to achieve micro-
second latency in a single datacenter. Finally, wewill discuss future research opportunities, especially
potential applications in Blockchain and distributed ledgers.

2 SCOPE, MOTIVATION, SUMMARY OF TUTORIAL
Scope. This tutorial will focus on modern SMR systems, with focus on recent effort on bringing

theoretical algorithms into real-world systems.
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Motivation. SMR is one of the most used approaches to build a fault-tolerant distributed systems,
and is the foundation of modern cloud infrastructures. Some of the concepts and tools could
potentially be applied to other fault-tolerant distributed systems, specifically Blockchain and
distributed ledgers.

Summary and Learning Goals. After the tutorial, the audiences are expected to learn:
• Brief introduction of the concept of log-based SMR and real-world SMR systems.
• Brief introduction of challenges in practical systems, ranging from theoretical challenges to
engineering ones.

• Concept of generalized consensus, and recent geo-replicated SMR systems.
• Randomization tools developed for SMR systems, and recent systems using these tools to
simplify design and engineering complexity.

• Brief introduction of RDMA and how it has been integrated with SMR systems to achieve
micro-second latency.

• Unsolved challenges in practical SMR systems.

3 PAST TUTORIAL FROM THE SPEAKER
This will be a new tutorial, which will include our recent SOSP paper [23], our works under
submission [21, 25], and many recent developments in SMR systems, e.g., [5, 6, 20]. The main
speaker Lewis Tseng has a rich experience in tutorials and invited talks at premier conferences
and workshops, including “Erasure Coding in Object Stores: Challenges and Opportunities” at
PODC 2018, “Google Cloud for Beginners: Architecture, Storage, and Computation” and “Deep
Dive into Data-Intensive Distributed Storage: Theory, Design, and Application” at PerCom 2020,
and the keynote talk at FOCODILE 2021 (“Keynote: High-performance Crash-tolerant SMR in a
Data Center”).

4 TARGET AUDIENCE AND RELEVANCE TO SPAA 2022 RESEARCH TOPICS
Target Audience. The tutorial will be accessible to anyone with background of distributed systems

and programming. We do not assume any background in fault-tolerant consensus, nor SMR systems.
We welcome everyone to attend, but the tutorial is mainly designed for people who are interested
in (i) understanding real-world challenges in SMR, (ii) developing high-performance fault-tolerant
distributed systems, and (iii) understanding how recent progress on networking and hardware help
improve real-world fault-tolerant systems.

Relevance. Fault-tolerant consensus is a classical problem in distributed computing. SMR is a
key foundation of most modern cloud infrastructure. Hence, we believe the tutorial will be highly
relevant for people who are generally interested in fault-tolerance issues. Moreover, all three
relevant progresses touch both distributed computing and networking aspects (wide-area networks,
stable network within a single datacenter, and remote memory); hence, this tutorial will hopefully
attract attendances from both networking and distributed computing communities. Finally, the
techniques presented in the paper can potentially be applied to “hotter areas,” e.g., Blockchain and
distributed ledgers.

5 TUTORIAL OUTLINE AND DURATION
The duration of the tutorial is 1.5 hours. The tutorial will follow the outline below:

• Brief introduction of the concept of log-based SMR and real-world SMR systems.
– What is log-based SMR? Why is it important?
– What is consensus? What are some important algorithms?
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– What are some real-world systems that are built on top of SMR?
• Brief introduction of challenges in practical systems, ranging from theoretical chal-
lenges to engineering ones.
– Why is SMR/Consensus difficult?
– Why is it challenging to deal with failure and asynchrony? (e.g., FLP impossibility [13])
– Why is geo-replicated SMR important and difficult?
– What are the bottlenecks of existing SMR systems?
– Why is it difficult to implement, develop, and deploy an SMR system?

• Concept of generalized consensus, and recent geo-replicated SMR systems.
– What is generalized consensus? Why is it relevant to geo-replication?
– What are some breakthroughs in geo-replicated SMR systems? (e.g., EPaxos [20], Mencius
[18], Atlas [12], Gryff [6], and Gus [25])

• Randomization tools developed for SMR systems, and recent systems using these
tools to simplify design and engineering.
– What is randomized consensus? Why is it appealing?
– What are some recent systems that use randomization? (e.g., Algorand [10, 14] and Honey-
Badger [19])

– How does our work Rabia [23] use randomization to simply SMR?
• Brief introduction of RDMA and how it has been integrated with SMR systems to
achieve micro-second latency.
– What is RDMA? Why is it useful?
– How can RDMA be used to solve consensus in micro-second latency?
– How do our work [21] and Mu [5] develop Paxos-based SMR that achieves micro-second
latency?

• Unsolved challenges in practical SMR systems.
– What are the limitations of SMR systems mentioned earlier?
– What are some possible solutions?
– How can these techniques potentially be applied to Blockchain and distributed ledgers?
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