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Instruction-Based System-Level Power Evaluation of
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_Abstract—Various core-based power evaluation approaches for A core’s power consumption may vary greatly depending
microprocessors, caches, memories and buses have been proposegn the application driving the SOC, and on the configuration
in the past. We propose a new power evaluation technique that ¢ the core jtself. Thus, the average-power tables provided in

is targeted toward peripheral cores. Our approach is the first
to combine for peripherals both gate-level-obtained power data core data-sheets, even when extended to account for a subset of

with a system-level simulation model written in an object-oriented COmMMonN _configurat?ons_, may yield _inaCCl_Jrate power numbers
language. Our approach decomposes peripheral functionality into for a particular application and configuration.

so-called instructions. The approach can be applied with three  Therefore, researchers have proposed techniques for fast
increasingly fast methods: system simulation, trace simulation or system-level power evaluation of various cores, including

trace analysis. We show that our models are sufficiently accurate microprocessor. cache. memorv and bus cores. In our efforts
in order to make power-related system-level design decisions but P ' ' y :

at a computation time that is orders of magnitude faster than a t0 develop a system-level power evaluation environment for
gate-level simulation. parameterized SOC, we found however that no techniques

Index Terms—Low-power design, power estimation, system- existed t.o evaluate peripheral cores as fast a_nd accurately as
level simulation, system-on-a-chip design. a combined gate-level/system-level model (i.e., executable
specification) could provide. Our work uses such an approach
and applies it to peripheral cores, namely those single-purpose
processing cores that typically surround a microprocessor core.
S mobile computing devices have become more popular,
minimizing average power and total energy consumption Il. PREVIOUS WORK

has become an important design goal. Furthermore, shorpreyvious power evaluation work has been done at various
product life cycles and increasing product complexity havgsstraction levels, trading off accuracy for speed at higher
led to core-based design paradigms. As a consequence, t\§gls. Logic-level approaches simulate a gate-level design and
is a strong demand for core-based power evaluation agfdasure switching activity of design nodes [1], [2], executing
optimization tools. orders of magnitude faster than circuit-level approaches [3],
A core is a pre-designed processing-level component, syaf but still requiring days to evaluate even one configuration.
as a microprocessor, memory, or peripheral component likeRIL (register-transfer level) approaches simulate an RTL
direct-memory access controller, bus interface, or comprefesign, consisting of coarser components like adders and
sion/decompression engine. A core may reside on a single chipltipliers, and compute power using power models of those
with tens of other cores, forming a system-on-a-chip, or SO€mponents, known as macro-models. These approaches may
Cores typically have numerous parameters to increase thee table-lookup techniques or analytical models. Early work
number of applications in which the core can be used. Examplas done in [5], using table-lookups, where each component
parameters include bit-widths and buffer sizes. An importamtas modeled via afV-variable characterization (input density,
but hard SOC design task is thus to configure the numeroaigtput density, switching-probability, etc.) of its power con-
and interdependent parameters of the SOC cores, such ganption [6], [7]. AnN-dimensional lookup table is used to
the configuration is tuned to the executing software undiokup the power consumption of an RTL component during
power/performance constraints. Fast and accurate evaluagghulation. Similarly, analytical models have been devised that

and optimization tools are needed to perform such tuning. compute power consumption of an RTL component given the
actual input patterns or some form of input pattern characteriza-
tion [8], [9]. Lookup tables and the coefficients of the analytical
Manuscript received September 1, 2000; revised January 6, 2001, Februm@dels are often derived from the gate-level circuit structure
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using entropy from circuit input to circuit output by quadrativarious parameters of that particular core. Our approach can be

or exponential degradation [11], [12]. Such approaches, whideplied to each peripheral core in an SOC to obtain the total

fast, will not be nearly as accurate for cores as approaches thagtem energy consumption.

take advantage of the fact that cores can be presynthesized. Our approach is broken into seven steps. Of these, the
In [13], a system-level power estimation approach is intraore provider performs the first five steps while the core user

duced for mapping a workload to a set of resources, where erforms the last two steps. It is important to note that tasks

workload would be a measure of the computational activity afqeérformed by the core provider are done once while tasks

the resources represent the hardware. Each resource is modaedetbrmed by the core user are iterated until desired system

via a power-state machine that captures the power behaviompofver/performance constraints are met.

that component. A power management unit will translate a re-

source event and the simulation events into power-state macHieCore Provider Steps

transitions while accumulating power consumption. The core provider steps are done for each target technology,
Work has been done to evaluate power consumption of naind are only performed one time for each. The resulting data is
croprocessor cores. Instruction-level power modeling is prgsed in any core-based design using the particular core. These
posed by [14]. Given a program execution trace, energy is CoBleps may take days to complete, forming part of the months re-
puted as the sum of the energy consumed by each instructififired to develop the core. Keep in mind that the core provider
that is executed, circuit state energy consumed when a parierforms all the following steps manually. Furthermore, since
ular instruction is followed by another, and energy consumegch core may exhibit different power consumption character-
by other effects such as stalls and cache misses. This apprdagbs, the core provider must manually fine-tune each step, in
is sped up in [15] by deriving a shorter program trace that rgrder to achieve desired accuracies.
sults in equal power dissipation. In [16], a mathematical genericStep 1: Selecting Peripheral Instructionghe core provider
power model for 32-bit microprocessors is proposed. The apust first break the core’s functionality into a setinétruc-
proach classifies the instruction set into classes like branchgsns Given an RTL model of a core, one first determines the
etc. Other researchers have focused on fast system-level modgitem-level instructions of that core. These instructions must
for cache, memory and bus power consumption [17], [18], cORave the property that they collectively cover the entire function-
sisting mostly of equations that compute power consumpti@iiity of the core. As with the instructions of an instruction-set
as a function of usagef/traffic and core parameters. In [19]pfocessor, each instruction operates on some input data and pro-
cycle-accurate power simulation tool for a system with a mituces some output data. For example, for a UART, one might

croprocessor and memories is introduced, with accuracy withjglect the following instructions®esetEnable_tx Enable_rx
5% of board measurements. A trace-based approach deployingead andReceive

mix of analytical models for memories and instruction-set sim- |n general, there is a tradeoff in choosing the right in-

ulation is introduced in [20]. structions for power evaluation: having many fine-grained
instructions may lead to greater accuracy but longer simulation
I1l. POWER-EVALUATION FOR PERIPHERAL CORES times than having fewer, coarse-grained instructions. Notice

o that instruction creation is currently a manual process,
iring good knowledge of the core’s behavior as well as the
's power consumption characteristics.

Step 2: Instruction Data Dependency Modelingor each in-
struction, the core provider must determine how dependent the
instruction’s power consumption is on the instruction’s input

We have found that peripherals can be viewed as executindaa. We thus define an instruction’s power-dependency charac-
sequence of “instructions.” Classically, an instruction represensistic as one ofdependendirectly on its input data, dependent
an atomic action available to a microprocessor programmer. \Ofe astatisticalcharacterization of its input data (e.qg., the density
use “instruction” more generally as an action that, collectivelyf 1's in a vector of bits), omdependentf its input data. Such
with other actions, describes the range of possible behaviordetermination can be based on factory data-sheets, a core de-
a core. We have extended the instruction-level power modelisiginer's knowledge, experimental results or statistical analysis.
approach that was previously used for microprocessor coresy example, fora UART example, we ran experiments that pro-
for use with peripheral cores. In developing the approach, wiled different data to each instruction, and we determined that
noted that cores typically already come with system-level funthie power-dependency characteristic for all instructions was in-
tional models, written in an object-oriented language like C+#ependent. For example, tBendnstruction consumes approx-
or Java, and that in fact the VSIA requires such models in it®ately a constant amount of energy regardless of the data being
standard [21]. sent; likewise for thdReceivanstruction.

We informally define the power evaluation problem as Step 3: Core Power-Mode Modeling/ery unlike micropro-
follows. Given a parameterized core [e.g., a Universal Asyoessors, certain instructions executed on a peripheral core can
chronous Receiver/Transmitter (UART)] of an SOC, we amdrastically change the power consumption of succeeding in-
to devise a high-level executable model, say in C++, of thatructions. In particular, certain instructions change the mode of
core that can output energy consumption during a system-letle peripheral core. This concept of mode is very different from
simulation. This model must be sensitive to changes in tligat of measuring interinstruction power dependencies (e.g., a

While previous system-level evaluation approaches for S(fés
components focused on microprocessors, cache, memory %8?1(;
buses, we now describe an approach for peripherals.

A. Overview
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TABLE |
R: Reset Buffer size (byte) - 2 4 8 16 2 4 8 16
ER: Enable_rx
ET: Enable_tx
— Idle Tx_enabled
SR: Send/Recei —
enecelve Reset 1113 14 14 1 13 14 14
Enable_tx 27 32 31 31 23 23 22 24
Enable_rx 17 18 19 18 19 20 19 19
Fer, ER, SR Send 17 19 19 20 133 135 157 209
Receive 14 15 17 18 14 16 18 18
Fig. 1. UART’s power-mode transition function. Rx_enabled Tx_rx_enabled
Reset 1314 15 15 13 13 14 14
load following a store may consume more power than a load Enable_tx 222 21 2 2 21 21
following an add). To account for this, the core provider must Enable_rx 181918 18 19 19 19 19
determine the set of modes of a core, referred fmoager-modes Send 191921 23 133 135 157 209
Receive 73 83 93 111 74 81 93 107

that cause the core to consume significantly more or less power
per each execution of its instructions. In our UART example,
we found four power modesdle, Tx_enabledRx_enabledand i
Tx_rx_enabledGiven these modes, we define a power-moo%arameter values. The_ entries are repeated for each one of the
transition function of a core, that gives the next power-mod8Ur modes as shown in Table I.
given the current power-mode and the most recently executec®t€P 5: System-Level Modelingiere, we develop a system-
instruction of that core. For a UART example, the power-modgve! model of each core that enables rapid power evaluation
transition function is shown in Fig. 1. when executed (|..e.., an exeputable speuﬂcatlon). G_|ven an RTL
Step 4: Gate-Level Power Evaluatioere, we use gate- model of a core, its instructions, and its modes, we implement a

level simulation to obtain per-instruction energy consumptiginctional model of the core in terms of its instructions. If using
data for the lookup-tables. Given an RTL model of a core, if@éthod-calling objects [22], the interface to the object repre-

instructions, parameters, and modes, we follow the proced§@&ting the core would have the instructions as methods and
outlined in Algorithm 1. the instruction’s input/output data as parameters. To each ob-

ject-oriented model, we add two data objects, catlete_en-
ergy (initialized to zero) angpower_moddinitialized toIdle.)

We then augment the implementation of each method of the
core’s system level model with the code in Algorithm 2.

Algorithm 1:
for p € Parameter-Space  do
for m € Power-Mode-Space do

for 4 € Instruction-Space do ) )
if i =independent then Algorithm 2: _ _
create test-bench simulating i with /I i: the current instruction, m: current
data « random, mode — m, parameter < p mode, p: current parameter, d: instruc-
elseif i = statistical then tion’s data
for behavior();
s € Statistical-Characterization-Space do power _mode < power _mode-table
create test-bench simulating i with [power _mode, iJ;
data — s, mode « m, parameter «— p if i =independent then
elseif i = dependent then core _energy <« core _energy + energy _table
for d € Data-Space do [ », power .mode]
create test-bench simulating i with elseif i = statistical then
data « d, mode «— m, parameter « p core _energy <« core _energy + energy _table

[ p, power _mode, stats(d)]

. . . _ elseif ¢ = dependent then
This procedure gives a systematic way of creating a set of

test-bench models that, when simulated at gate-level, captu[%_);)%v\_lzpe_::ggde(d_] core _energy + energy _table
the energy consumption of a particular instruction, in a par-" " ’

ticular mode with a particular parameter setting. Note that the

procedure has different actions for the different power-depef: €0re User Steps

dency characteristics introduced in step 2. We then simulateStep 1: Connecting the System-Level Core Mod®liring
each test-bench with the core’s gate-level model, and we att@is step, the core user selects components from the core li-
lyze the energy consumption of the corresponding instructidorary and connects them according to the system-level model
mode and parameter value. We tabulate these energy resultsangmnization.

our lookup tables. The following table gives the lookup energy Step 2: System-Level Power Evaluatiodere, the core user
values (.J) for the UART example. The rows correspond to insimulates the complete SOC. This can take on the order of sec-
structions while columns correspond to the UART’s buffer sizends or minutes. Thus, hundreds or thousands of configurations
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(a) (b) + to the correspondi_ng methods. To e_a<_:h iject-oriented model,
we add two data itemsore_energy(initialized to zero) and

‘ One-time Execution ‘ e ) ‘
power_mod€initialized to Idle). The implementation of each
System
Parameter

function consists of the code fragment presented in Algorithm
Traces
Fig. 2. (a) Functional model, (b) trace-driven model.

Execution |

Replace
With

Power Data

behaviorroutine).

Each core’s object-oriented model is then designed to read
the corresponding trace file and execute the instructions of it
accordingly. The top-level simulation model will be designed
to output the value of theore_energwariable, for each core
of the system, at the end of each simulation. Likewise, the sum
of all core_energyalues represents the system-level estimate
can be evaluated. The top-level simulation model will be defthe SOC energy consumption for a given configuration of its
signed to output the value of tloere_energyariable, for each parameters. An estimate of the SOC average power consump-
core of the system, at the end of each simulation. Likewise, ttien is obtained by dividing the total SOC energy consumption
sum of allcore_energwalues represents the system-level egy the execution time.
timate of the SOC energy consumption for a given configura-
tion of its parameters. An estimate of the SOC average power 1,5ce Analysis

consumption is obtained by dividing the total SOC energy con- o
sumption by the execution time. We can further speed up the power evaluation time for cores

by reducing the size of the trace files, therefore reducing the
processing time required to evaluate power consumption. Our
technique is similar in idea to those in [15] intended for micro-

Processing instruction traces via trace simulators, instead®@cessors, but simpler (since microprocessor instruction traces
using a full functional simulator, can speed up the system-le@E more complex). Here, we will outline similar approaches
power evaluation approach described above. Our trace-drif@hSPeeding up our trace-driven power evaluation approach for
approach is inspired by similar work applied to caches and piegripheral cores. They are to be compared withfthetrace
cessors. Cache simulators intended for power or performarﬂﬂproaCh of the previous section, in which the traces store each
evaluation typically work off of address reference traces. Pr#struction along with its complete input data.
cessor simulators intended for power evaluation also have reln thereduced trace via characterized-daapproach, rather
cently been developed using instruction traces. than storing complete parameter data, we store a statistical char-

We define a trace, with respect to a core, to be a SequenC@aeriza_tion of that datg. For example, we can store the data-den-
instructions with accompanying data items that are executedHfy, defined as the ratio between the number of bits that are set
that core during its functional simulation. We extend the abo{@ the total number of bits. Density has been shown to be a good
simulation-based approach by converting the functional mod®kedictor of power in many components, and our own experi-

of the cores to nonfunctional, or partially functional, modeldn€nts support this. .
These models operate on a trace. We refer to such nonfunctiondl thereduced trace via instructions onapproach, we store

models agrace simulators the instruction only, without any parameter data. We can take
Fig. 2 shows the functional-simulation-based approaéhis approach ifwe_determ.ine that power consumption is mostly
as well as the trace-simulator-based approach. Using trdddependent of an instruction’s data. Note that we can apply the
simulators, a core user simulates a system once to obtain ﬁkp@ve trace reduct|o.ns to the entire tracg file, i.e., all instruc-
trace files for each core. These trace files are subsequert'S: Or to selected instructions. Thus, Fig. 3 shows code that
processed using trace simulators to obtain power and expl6f& use a different method for each type of instruction.
various core parameter effects. Trace-driven simulators ard" the reduced trace via instruction-frequengpproach,
significantly faster than full functional simulators. we combine a sequence of instructions that are identical or
We now describe how to construct these trace-driven simul#2Ve identical power consumption into a single instruction
tion models for general peripheral cores. First, given a systéjgmented with a frequency value. We could further annotate
level functional model of a core, the core developer augmel’?thh |nstrugt|on with a s'tatlst!cal chgractenzatpn of the data
the implementation of each method in that model with code thAgcompanying the _comblned instructions. The instruction-fre-
will append to a trace-file a unique id for that instruction and thguency aPpmaCh, IS an area of future work, and could be
corresponding instruction data. When executed, such a mofgiended in the direction of [15].
will output a set of traces, one per each core in the system, that
is subsequently used by trace simulators as described next.
Given an RTL model of a core, its instructions, and its modes,
we implement a nonfunctional model of that core in terms of We have performed numerous experiments to verify the ac-
its instructions. If using method-calling objects, the interface wuracy, and simulation speedup obtainable by using the power
the object representing the core would have the instructionsrasdeling approach presented in this work. We outline our ex-
methods and the instruction’s input/output data as parametpesimental setup and results next.

2, but excluding the functional implementation (i.e., the call to

D. Trace-Driven Evaluation Approach

IV. EXPERIMENTS
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< TABLE I
System Bus
MIPS R3000 <+» MEM Peripheral Configurations Description
¢ ¢ Brid UART 4 Buffering
< > ricee (2, 4, 8, 16 bytes)
Peripheral Bus Processor Local Bus DMA Controller 4 Block Transfer Size
< P > (4, 16, 64, 128 bytes)
: : : i t t DCT Decoder 2 Pixel Resolution
e ~ L~y (10, 12 bits)
£ <z [ E 5= 5 Digital VO 2 d
% s g Q3 "Eog %g £ 1g1 - mode
> A g a8 A £g = (bi-directional, uni-directional)
o =] . .
&} =0 Timer 2 Resolution
(8-bit, 16-bit)
Fig. 3. Target SOC architecture.
TABLE Il
A. Target SOC Architecture
. . . . Peripheral ~ Ideal Power-Modes Description
~ Thetarget SOC architecture used in our experimentsissho gy 4 1dle, Tx_enabled, Rx_enabled, Tx_x_enabled
in Fig. 3. Here, a MIPS R3000 processor is connected to instrt pma controller 4 Idle, Unprimed, Primed, Busy
tion and data caches via the processor local bus. In turn, = DCT Decoder 4 Idle, PixelPush, PixelPop, Busy
caches are connected to on-chip main memory via the syst  Digital /O 2 Idle, Enabled
2 Idle, Enabled

bus. The MIPS, caches, memory, and associated buses col Timer
tively constitute the processor subsystem of the SOC. The pro-
cessor subsystem is connected to the peripheral bus via a bridge
component. Numerous peripherals reside on the peripheral bugseudo-application designed to utilize each peripheral with
These are: UART, Direct Memory Access (DMA) controller3000 instruction calls and data set to onélize-fixed). The
Discrete Cosine Transform (DCT) decoder, external periphef@llowing table gives utilization and data characteristics of each
/0 controller (called Digital I/ to distinguish it from the use ofof the five benchmarks. These examples were chosen to provide
the term “peripheral” referring to SOC peripherals), and time range of inputs and determine if our estimation method would
In our experiments, we focus on power estimation for periphef@@intain accuracy under variety of inputs as shown in Table IV.
components only, shown as shaded in Fig. 3. Each SOC periph-

eral is parameterized. The number of configurations and a brief Results

description of parameters are given in Table II. Part 1: Estimation Accuracy:Here, we compared SOC en-
_ ergy consumption (the peripheral subsystem) results obtained
B. Experimental Setup using our approach to those obtained using gate-level estima-

We have implemented a system-level model of the abotien. Our results are summarized in Fig. 4. The experiments
SOC in C++. Our implementation is augmented with thare averaged over all possible configurations of the SOC cores.
power-model approach described in this paper. The enefgyrthermore, we used the ideal number of power-modes for
lookup tables have been obtained using the technique mé#his part of the experiment. The percent errord@cam-earth
tioned earlier in this work. A VHDL model of each of thedigcam-cay utilize-random utilize-fixedQ utilize-fixedl was
peripheral is used to obtain the energy lookup tables. TRéd%, 4.4%, 4.4%, 6.2%, and 10% respectively. The average
VHDL models have been captured at RTL and synthesiz€dor was 6.2%. The maximum error of 10% occurred wiih
down to gate using Synopsys synthesis tools. Gate-level powge-fixedl which executed all instructions with data set to one.
estimation is performed using Synopsys power estimatidiie minimum error of 4.4% occurred witligcam-car which
tools. To ensure relative accuracy, the same compiler directi¥ecuted the longest, andlize-random which executed with
(medium optimization effort) and library binding (LSI_10K)random data patterns.
has been used for all synthesis and gate-level estimation rund?art 2: Power-Mode SensitivityHere, we examined the
Each peripheral has been modeled using the following ideamportance of power-modes. We used the UART peripheral,
number of power-modes (see Table IIl). a fixed configuration, and three different power-mode se-

For our experiments, five different benchmarks have beégttions, namely, one power-mode, two power-modes, and
used: a digital camera application processing a black/whf@ur power-modes. We ran all five benchmarks. The energy
image of planet earthdigcam-earth, a digital camera ap- consumption of the UART core and the percent error relative to
plication processing a color image of a caligcam-ca), a gate-level estimation is shown in Table V.
pseudo-application designed to utilize all peripherals with Results show that the error increases as the number of power-
random instruction and random dataitilize-random), a modes is reduced from the ideal. Thus, a proper selection of
pseudo-application designed to utilize each peripheral wig@wer-modes is important for accuracy.

3000 instruction calls and data set to zeutilize-fixed(Q, and Part 3: Instruction Sensitivity:Here, we examined the im-
portance of proper instruction granularity selection. We used the

lin some experiments a less than ideal number of power-modes is usetBRT peripheral, a fixed configuration, and fo_ur_power-modes.
measure estimation accuracy sensitivity. Furthermore, we aggregated t8endandReceivanstructions
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TABLE IV
Total Core Utilization Data Pattern
digcam- digcam- utilize- utilize- utilize- digcam- digcam- utilize- utilize- utilize-
earth car random fixed0 fixedl earth car random fixed0 fixedl
26807 40207 15000 15000 15000  image- image- random all bits all bits
calls calls calls calls calls dependent dependent 0 1

SOC Power Consumption

0.8

B Our-approach
B Gate-level

Energy (J)

digcam-earth digcam-car  utilize-random  utilize-fixed0  utilize-fixed1

Fig. 4. Power estimation comparison.

TABLE V TABLE VI
Estimation Energy/error (mJ/ %) Estimation Energy/error (mJ/ %)
Approach “gigcam. digcam- utilize- utilize- utilize- Approach o cam- digcam- utilize- utilize- utilize-
earth car random fixed0 fixedl earth car random fixed0 fixedl
Gate-level 64/- 87/- 35/- 30/- 44/- Gate-level 64/- 87/- 35/- 30/- 44/-
4-Mode 68/6.3  89/2.3  37/5.7 28/6.7 47/6.8 4 Instructions  68/6.3  89/2.3  37/5.7 28/6.7 47/6.8

System-level
2-Mode 71/11 94/8.0  40/14  33/10 49/11
System-level
1-Mode 75/17  101/16  42/20  35/17 50/14
System-level

3 Instructions  76/19  104/20  41/17  34/13  51/16

For each benchmark we measured the sizes of the trace files
for the full-trace full-trace), the reduced trace via character-
ized data feduced-trace-f; and the reduced trace via instruc-
into a singleSend_or_receiviastruction. We ran all five bench- tions only feduced-trace)i Also, we compared the CPU time
marks. The energy consumption of the UART core and the peequired to evaluate power consumption, comparing gate-level
cent error relative to gate-level estimation is shown in Table \Aimulation ¢ate-leve), functional system-level simulatiosy(s-

Results show that the error increases as the instruction griave), full-trace, reduced-trace-candreduced-trace-i\We note
ularity is reduced from the ideal. Thus, a proper selection tfat the file size offull-trace was 9 times larger than the file
instructions is important for accuracy. size ofreduced-trace-and 64 times larger than the file size

Part 4: Trace-File Reduction:Here, we experimented with of reduced-trace-iLikewise, evaluation time (i.e., CPU cycles
trace file reduction. We selected two benchmadigcam-earth required to perform the simulation) using a trace file was on
anddigcam-car For each core, we used a fixed configuratiorthe average 5 times faster theystem-levedimulation. In terms
and the ideal number of power-modes. The results are providedoower, the error using a trace files was on the average less
in Table VILI. than 1%.
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TABLE VIl
Trace Size (Kb) I Evaluation Time (sec) Energy (J)
LI - ~ '6 ] 'é - L) L)
] o g o & L £ - . @ o & o & ) . @ o & o ¢
= Q Q0 @ o @ QL o 9@ = Q Q @ o @ D - Q@ o9
Ef 28 S8 §3% w8 EE =28 =28 85 2§ 28 2%
& & Eg E"E o 2 %2 & H Eg -?:3 2 &5 Eg '§5
digcam-earth
21 24 0.33 274K 32 17 2.0 0.3 0.51 0.48 0.49 0.53
digcam-car
32 3.6 0.5 290K 48 26 29 0.4 0.69 0.72 0.75 0.76
V. CONCLUSION [15] C.T. Hsieh, M. Pedram, H. Mehta, and F. Rastgar, “Profile driven pro-

gram synthesis for evaluation of system power dissipatiorPrat. De-

We have introduced an instruction-based system-level tech-  Sign Automation Conf1997. . .
. . . 16] C. Barndolese, W. Fornaciari, F. Salice, and D. Sciuto, “Energy evalu-
nique for fast and accurate power evaluation of peripheral core

ation for 32-bit microprocessor,” iRroc. Int. Workshop on Hardware

The technique can be used in conjunction with those previously  Software Codesigr2000.

developed for microprocessors, caches, memories and busé€g] R. J. Evans and P. D. Franzon, *Energy consumption modeling and
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