


















Examples of Floating Point Issues

Finite precision

Calculating e in floating point. The limit converges very slowly. By the time we hit machine epsilon for
1/n, we still don’t have a very accurate estimate. On the other hand, the series formula converges up to full
precision fairly quickly.

1. As a limit:

e = lim
n→∞

(
1 +

1

n

)n

.

n=20;

for i=1:n

e_lim_bad(i) = (1+1/10^i)^(10^i);

end

2. Series formula for e:

ex = 1 + x+ x2/2 + ...+ xn/n!

e1 = 1 + 1 + 1/2 + ...+ 1/n!

n=20;

e_series(1) = 1;

for i=2:n

e_series(i) = e_series(i-1) + 1 / factorial(i-1);

end

Overflow

Calculating

s =
x√

1 + x2
.

Note that s =
(√

1 + 1
x2

)−1
, so s→ 1 as x→∞. Computing s directly in the first form given is problematic.

As x gets too large, the intermediate computation of x2 will overflow, even though the final value we are
interested in computing is close to 1. See below. Instead, the second form is better suited to computation.

(single precision)

res = 0;

for i=1:4

res(i) = single(10^i)/sqrt(1+single(10^i)^2)

end
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(double precision)

for i=0:10:1000

res(i) = 10^i/sqrt(1+(10^i)^2)

end

Cancellation

Example 1: Variance

. Subtracting two large numbers to get at a small difference is a bad idea. There won’t be much if any
precision to represent the small number we are interested in computing. As an example, let’s consider two
ways of calculating the variance of a set of numbers.

Method 1: Calculate the mean first. Then calcuate variances as sum of squares of distance to mean.

x̄ =
1

n

n∑
i=1

xi [mean]

σ2 =
1

n− 1

n∑
i=1

(xi − x̄)2 [variance]

Method 2: Use this (mathematically equivalent) formula:

σ2 =
1

n− 1

(
n∑

i=1

x2i − nx̄2
)

[variance]

Method 2 requires only one pass over the data, where as Method 1 requires two passes. Which method
is better numerically? If x̄ is very large, but σ2 is small, then Method 2 is very bad. The precision we have
for σ2 will depend on σ2/(nx̄2). In the first formula the dependence is on σ2/x̄.

Example 2: Series with alternating sign

. Consider the series

e−x = 1− x+
x2

2
− x3

3!
+ . . .+ (−1)n

xn

n!
+ . . .

Computing this directly involves subtracting values of relatively large magnitude to compute a relatively
small answer. This will result in loss of precision.

A better approach to computing this would be

e−x =
1

ex
=

1

1 + x+ x2

2 + x3

3! + . . .+ xn

n! + . . .
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