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#### Abstract

Computation kernels in emerging recognition, mining, and synthesis (RMS) applications are inherently errorresilient, where approximate computing can be applied to improve their energy efficiency by trading off computational effort and output quality. One promising approximate computing technique is to perform approximate computing with memory, which stores a subset of function responses in a lookup table (LUT), and avoids redundant computation when encountering similar input patterns. Limited by the memory space, most existing solutions simply store values for those frequently-appeared input patterns, without considering output quality and/or intrinsic characteristic of the target kernel. In this paper, we propose a novel LUT allocation technique for approximate computing with memory, which is able to dramatically improve the hit rate of LUT and hence achieves significant energy savings under given quality constraints. We also present how to apply the proposed LUT allocation solution for multiple computation kernels. Experimental results show the efficacy of our proposed methodology.


## I. Introduction

Emerging recognition, mining, and synthesis (RMS) applications are usually error-resilient. They often process noisy and redundant datasets and have many "acceptable" outputs with limited user perceptual capability. As the system does not need to perform exact computation, one promising solution to achieve high energy efficiency is approximate computing, which trades off computational effort and output quality [1, 2].

Another effective technique for energy savings and performance improvements is computing with memory [3], which stores results of frequently-used functions in a lookup table (LUT) and reuses pre-stored outputs directly without conducting computation. For instance, the energy consumption of the $\sin x$ function involving hundreds of instructions is about 100 nJ , while read operation of a 512 kB SRAM at 32 nm technology only consumes about 100 pJ [4].

Many computation kernels are very likely to have similar outputs when encountering similar input patterns. Based on this observation of similarity, Rahimi et al. explores the combination of approximate computing and computing with memory [ $5,6,7,8,9]$. Instead of searching for the exactly matching entry in the LUT, approximate computing with memory stores only a subset of function responses in associative memories and finds a similar entry to output an approximate result.

Due to the increasing energy consumption of search and read operation required by a larger lookup table [9], only a small portion of function responses can be pre-stored in
the LUT for computation reuse. For patterns whose output quality cannot be guaranteed with this LUT, the processor needs to perform accurate computation. Consequently, which patterns to store decides the hit rate (i.e. reuse rate) and the energy saving. To achieve a higher hit rate, most existing solutions store output values for those frequently-appeared input patterns, without considering output quality and/or intrinsic characteristics of the target kernel. In addition, sharing the lookup table for multiple functions has not been explored in the literature yet.

Based on the above, in this paper, we propose a novel lookup table allocation technique for approximate computing with memory under quality constraints, which can be applied to various computation kernels. The main contributions of this paper are as follows:

- We present how to select proper data points to store in the lookup table for a given computation kernel, which dramatically improves the hit rate of LUT, thereby achieving significant energy savings under given quality constraints;
- We propose a novel lookup table allocation technique for multiple computation kernels, which is able to maximize the total energy saving under a given size of the lookup table.
The remainder of this paper is organized as follows. Section 2 presents related works on approximate computing with memory and the motivation for this paper. Section 3 details the proposed lookup table allocation technique. Experimental results comparing existing method and the proposed technique are then presented in Section 4. Finally, Section 5 concludes this paper.


## II. Related Works and Motivation

Computing with memory achieves energy savings by storing results of frequently-used functions in a lookup table. The LUT can be stored in the memory of the processor and retrieved based on hashing function [10, 11]. Richardson caches the results of Ackerman's function and replaces subsequent function calls with table lookup, achieving real speedup as much as 1473 times [12]. Heydon et al. propose a technique for recording and propagating precise dependencies for efficiency when caching a function call [13]. Recently, a number of computing with memory techniques [14, 15] propose to use memristor-based ternary content-addressable
memories (TCAMs) for low-power search and read operations of the LUT. In the above techniques, only exactly matched entries in the LUT can be reused without taking advantage of the error-resilience capability of RMS applications.

The energy consumption of a computation kernel with associative computing using LUT can be calculated as

$$
r E_{t}+(1-r)\left(E_{c}+E_{t}\right)=E_{c}-\left(r E_{c}-E_{t}\right),
$$

where $r$ is the hit rate of the LUT, $E_{t}$ represents the energy for search and read operation of the LUT, and $E_{c}$ represents the energy consumption of the original computation. Therefore energy saving can be calculated as

$$
E_{s}(\%)=\frac{r E_{c}-E_{t}}{E_{c}}=r-\frac{E_{t}}{E_{c}}
$$

As $E_{t} \ll E_{c}$ in most cases, the hit rate $r$ determines energy saving of lookup table based computing.

To improve the hit rate, many previous works apply inexact match considering the similarity of input patterns in RMS applications. Rahimi et al. employ voltage overscaling on associative memristive memory modules and enables inexact match that allows the search pattern to be within a specified Hamming distance from the prestored patterns [9]. As the significance of different bits of the input operand could be quite different, Imani et al. propose a resistive configurable associative memory (bitline configurable and row configurable), which can perform approximate search on selected bit indices or selected patterns [6]. They also design a multi-stage content addressable memory in [16], which matches patterns stage by stage from the most significant bits.
To the best of our knowledge, existing approximate computing with memory techniques profile the occurrence frequency of the input patterns offline and store the function responses for those frequently-appeared input patterns. Such simple lookup table allocation strategy is not very effective. As shown in [17], when the search pattern is within 2-bit Hamming distance, the hit rate improvement is only about $10 \%$ than that of exact match. More importantly, the increase of energy saving is at the cost of uncertain output quality loss, and hence the scope is limited to certain applications with extremely high errortolerance capability (e.g., image processing).
Motivated by the above, in this paper, instead of filling LUT according to the occurrence frequency of input patterns, we propose a novel lookup table allocation technique considering the intrinsic characteristics of the target computation kernel (e.g., input-output relationship and input-frequency relationship), which aims at optimizing LUT hit rate under quality constraints to maximize its energy saving.

## III. Methodology

In this section, we firstly show how to select data points to store in the LUT for single function approximation given table size and output error bound. Then we present lookup table allocation method for multiple functions.

## A. Points Selection for Single Function

1) Problem Formulation: We define a data point as $(x, y)$, where $x$ is the input and $y$ is the output of the target function
or computation kernel. Both $x$ and $y$ can be scalars or vectors of arbitrary dimensions. I represents the set of all possible data points.

Suppose the size of the lookup table is $s$, which means the table has $s$ rows and can only store $s$ points, denoted by $\left(c x_{i}, c y_{i}\right), i=1,2, \ldots, s$, where $c y_{i}$ doesn't need to be the output for $c x_{i}$. We define input bounds (denoted by $d_{i}, i=$ $1,2, \ldots, s)$ for $\left(c x_{i}, c y_{i}\right)$ as follows,

$$
d_{i}=\max \text { dist, s.t. }\left|y-c y_{i}\right| \leq \text { bound }, \forall\left|x-c x_{i}\right| \leq \text { dist. }
$$

So $d_{i}$ is determined by $\left(c x_{i}, c y_{i}\right)$ and the predefined error bound (denoted by bound). And all data points satisfying this input bound are defined as neighbors of the centroid.

For example, Fig. 1 shows some data points around the centroid $(c x, c y)$ in the input space. For data point $\left(x_{j 1}, y_{j 1}\right)$, as $\left|y_{j 1}-c y\right|>$ bound, the input bound $d$ for $(c x, c y)$ must be smaller than $\left|x_{j 1}-c x\right|$. Data points within the dashed circle are neighbors of $(c x, c y)$. Therefore, for $\left(x_{j 2}, y_{j 2}\right)$, though $\left|y_{j 2}-c y\right|<$ bound, it is not a neighbor. Based on this definition of input bound, for any possible point $\left(x_{0}, y_{0}\right)$, as long as the distance between $x_{0}$ and $c x_{i}$ is not larger than $d_{i}$, the distance between $y_{0}$ and $c y_{i}$ will satisfy the error bound and $y_{0}$ can be approximated with $c y_{i}$. And we say $\left(x_{0}, y_{0}\right)$ is a neighbor of $\left(c x_{i}, c y_{i}\right)$ and is covered by the LUT.


Fig. 1. Definition of Input Bound for the Centroid $(c x, c y)$ Based on Error Bound

Given $\left(c x_{i}, c y_{i}\right), i=1,2, \ldots, s$ and error bound of output approximation, we can calculate input bounds $d_{i}, i=$ $1,2, \ldots, s$, and then decide whether a certain data point in $I$ is covered. We use $\Phi$ to represent the set of all points covered by all prestored points in LUT (i.e. $\left.\left(c x_{i}, c y_{i}\right), i=1,2, \ldots, s\right)$. For any point $\left(x_{j}, y_{j}\right) \in I, p_{j}$ represents the probability that the data point appears during online computation. The hit rate of LUT is defined as the probability that the acceptable output can be found in the lookup table for arbitrary input and thus can be calculated by

$$
\text { hit rate }=\sum_{\left(x_{j}, y_{j}\right) \in \Phi} p_{j} .
$$

Our objective is to determine the $s$ points to store and maximize the online hit rate, i.e.

$$
\max _{\left(c x_{1}, c y_{1}\right),\left(c x_{2}, c y_{2}\right), \ldots,\left(c x_{s}, c y_{s}\right)} \sum_{\left(x_{j}, y_{j}\right) \in \Phi} p_{j}
$$

and therefore we can obtain maximum energy saving.
2) Flow of Data Selection for Single Function: To solve this problem, as shown in Fig. 2, our method contains the following three steps.


Fig. 2. Flow of Data Selection For Single Function

- Characterization. For the target computation kernel, find all possible data points $(x, y) \in I$ and frequency $f_{j}$ that each data point $\left(x_{j}, y_{j}\right)$ appears. Frequency is used to approximate the probability $p_{j}$ that $\left(x_{j}, y_{j}\right)$ appears.
- Centroid Generation Based on Error Bound and Frequency. Centroids are intialized and updated with the inputs, outputs and frequency of their neighbors. Neighbors of certain centroid are all points within the input bound from the centroid.
- Centroid Selection. Select $s$ centroids among all centroids generated from step 2 to store in the LUT to maximize the hit rate.

Details of step 2 and step 3 will be explained in the following subsections.

## Input

all data points $(x, y)$,
frequency $f$ that each point appears, output error bound
Output:
centroids $\left(c x_{1}, c y_{1}\right),\left(c x_{2}, c y_{2}\right), \cdots$

## repeat

Centroid Initialization: find the data point with highest $f$ among uncovered points and set it as the new centroid $\left(c x^{(0)}, c y^{(0)}\right)$; repeat

Neighbors Update: update the neighbors and input bound of the centroid
$\left(c x^{(i)}, c y^{(i)}\right)$ based on output error bound;
Centroid Update: update the centroid to
$\left(c x^{(i+1)}, c y^{(i+1)}\right)$ based on $f$;
until Centroid doesn't change or No. of updates $>T h_{1}$;
Centroid Finalization: find the centroid among $\left(c x^{(0)}, c y^{(0)}\right),\left(c x^{(1)}, c y^{(1)}\right), \cdots$ with the highest sum of $f$, and output this centroid; Update covered data points;
9 until sum of $f$ of all covered points $>T h_{2}$;
Algorithm 1: Process of Centroid Generation

## 3) Centroid Generation Based on Error Bound

and Frequency: Process of centroid generation is shown in Algo. 1. To initialize a new centroid, the data point with highest frequency among uncovered data points is chosen to be the original centroid. The centroid is modified repeatedly until it doesn't change any more or the number of updates is larger than certain threshold. Then another new centroid is initialized and modified until the sum of frequency of all covered points is larger than certain threshold.
Neighbors Update Based on Error Bound. As mentioned above, input bound $d$ of $(c x, c y)$ is defined as
$d=\max$ dist, s.t. $|y-c y| \leq$ bound $, \forall|x-c x| \leq \operatorname{dist},(x, y) \in I$.
To calculate $d$, we check all data points having similar inputs with $c x$. Input distances between $x$ and $c x$ are calculated and sorted in ascending order. As shown in Fig. $3, d_{j, 1}<d_{j, 2}<$ $\cdots<d_{j, k}<d_{j, k+1} \cdots$, where input distance $d_{j, l}=\mid x_{j, l}-$ $c x \mid, l=1,2, \cdots$. Then from the point with smallest input distance $\left(x_{j, 1}, y_{j, 1}\right)$, output error $e_{j, l}=\left|y_{j, l}-c y\right|$ is calculated, and then compared with the error bound (denoted by $e$ ) until we find the first point $\left(x_{j, k+1}, y_{j, k+1}\right)$ whose output error is larger than the error bound. Input bound is set as $d=d_{j, k}$, and data $\left(x_{j, 1}, y_{j, 1}\right),\left(x_{j, 2}, y_{j, 2}\right), \cdots,\left(x_{j, k}, y_{j, k}\right)$ are neighbors of the centroid.


Fig. 3. Calculation of Input Bound

Centroid Update Based on $\boldsymbol{f}$. We use frequency of data point as its weight when updating the centroid, i.e.

$$
\left(c x^{(i+1)}, c y^{(i+1)}\right)=\frac{\sum_{\left(x_{j}, y_{j}\right) \in \text { neighbors of }\left(c x^{(i)}, c y^{(i)}\right)} f_{j} \times\left(x_{j}, y_{j}\right)}{\sum_{\left(x_{j}, y_{j}\right) \in \text { neighbors of }\left(c x^{(i)}, c y^{(i)}\right)} f_{j}} .
$$

With the above formula, centroid $\left(c x^{(i+1)}, c y^{(i+1)}\right)$ is closer to neighbors with higher frequency compared to the previous centroid $\left(c x^{(i)}, c y^{(i)}\right)$.

Condition to End the Centroid Update. If the centroid does not change after one update, the computation has converged. We add another condition to terminate the update, i.e. number of updates is larger than certain threshold. During update process, the neighbors are decided according to distance of input and output and then centroid is calculated with frequency. The neighbors and the centroid may oscillate between certain states and the computation will never converge. Therefore the constraint on number of updates is necessary for convergency.

Centroid Finalization. The above update process calculates a sequence of centroids $\left(c x^{(0)}, c y^{(0)}\right),\left(c x^{(1)}, c y^{(1)}\right), \cdots$. We find the centroid with the maximum sum of $f$ of its neighbors to output, and then update covered points to determine whether the generation process can end.

Condition to End the Centroid Generation. We can continue computing centroids until all data points are covered. However for many computation kernels, there can be millions of data points, among which many points have quite low probability to appear. Considering scalability of the algorithm, we can ignore those low-frequency points and end the generation process when the sum of $f$ of covered data points is larger than certain threshold.
4) Centroid Selection: With centroids generated from step 2, we then choose $s$ centroids and maximize the sum of $f$ of covered data points. There are mainly three steps of centroid selection as follows.

- Calculate sum of $f$ of neighbors of all unselected centroids. For the $k$ th centroid,

$$
A_{k}=\sum_{\left(x_{j}, y_{j}\right) \in \text { neighbors of }\left(c x_{k}, c y_{k}\right)} f_{j} .
$$

- Select the centroid with the largest sum of $f$. The centroid $\left(c x_{i}, c y_{i}\right)$ and its input bound $d_{i}$ will be stored in the lookup table as one entry (or one row).
- Remove all neighbors of the new selected centroid from neighbors of remaining unselected centroid. As these data points have already been covered by the table, we should not take them into account for later selection.

We repeat these three steps $s$ times and obtain $s$ entries to store.

Using the proposed method, as shown in Figure 4, there could be a phenomenon that for data point $(x, y), c x_{1}$ is the closest to $x$ among all centroids but $(x, y)$ is covered by $\left(c x_{2}, c y_{2}\right)$. Therefore, we need to check all covered points and calibrate the input bound of the centroid if needed. This phenomenon will not happen in most cases unless two centroids are very close to each other.

During online computation with table lookup, for coming input operand $x$, the processor reads the row whose $c x$ has the nearest input distance from $x$. If the distance is within the input bound, the corresponding $c y$ is used directly to approximate the exact output $y$.


Fig. 4. Covered Data Point $(x, y)$ Cannot be Approximated with the Nearest Centroid

## B. Table Allocation for Multiple Functions

In practical situation, several applications or different computation kernels in one application will share the memory to store lookup tables. Therefore we need to allocate the space for LUTs for multiple functions. In this paper, we assume error bound of each kernel is given. To determine the error bound, the user should consider error accumulation if some kernel uses approximate output of another.

1) Problem Formulation: Suppose the total the memory space for LUTs is $M$. $n$ functions or computation kernels $F_{1}, F_{2}, \cdots, F_{n}$ will share this memory and their memory spaces and corresponding hit rates of LUT are $m_{1}, m_{2}, \cdots, m_{n}$ and $r_{1}, r_{2}, \cdots, r_{n}$ respectively. The energy for search and read the table once is represented by $E_{t}$, and energy for computing function $F_{i}$ once is represented by $E_{c i}, i=1,2, \cdots, n$. For the $i$ th function, energy consumption of one computation using LUT can be calculated as

$$
r_{i} E_{t}+\left(1-r_{i}\right)\left(E_{c i}+E_{t}\right)=E_{c i}-\left(r_{i} E_{c i}-E_{t}\right)
$$

Therefore energy saving of one computation, denoted by $E_{s i}$, can be calculated as $E_{s i}=r_{i} E_{c i}-E_{t}$. Suppose the $i$ th function is executed for $c_{i}$ times, then the energy saving of the whole lookup table for these $n$ functions, denoted by $E_{s}$ can be calculated as $E_{s}=\sum_{i=1}^{n} r_{i} c_{i} E_{c i}-\sum_{i=1}^{n} c_{i} E_{t}$, where $c_{i} E_{c i}$ is actually the total energy consumption of the $i$ th function, denoted by $E_{i}$. Our objective is to maximize energy saving, which is equivalent to the following problem:

$$
\max _{m_{i}, i=1,2, \cdots, n} \sum_{i=1}^{n} E_{i} r_{i}
$$

where $r_{i}$ is the hit rate of LUT with the memory space $m_{i}$ for the $i$ th function.
2) Constrained Optimization Problem: With the method to select data points for single function, for every function $F_{i}$, we can characterize a set of memory sizes and corresponding hit rates, i.e. $\left(m_{i, 1}, r_{i, 1}\right),\left(m_{i, 2}, r_{i, 2}\right), \cdots$. We define variable $z_{i}$ to represent which choice we make for $F_{i}$, i.e., the memory size and hit rate of $F_{i}$ is $m_{i, z_{i}}$ and $r_{i, z_{i}}$. Then the problem can be modeled as a constrained optimization problem (COP).

There exists many kinds of solvers for COP. In this paper, we choose Gecode and the constraints on relationship between $m_{i}$ and $r_{i}$ can be implemented with element constraints. For example, the statement "element(home, $c, x, y$ );" constrains the variable $y$ to be the element of array $c$ at index $x$. (The argument "home" represents an object that might store information which is useful for posting propagators and branchers
and we don't need to be concerned with it when modeling with Gecode.) Therefore, for the $i$ th function, we can use constraints:

$$
\begin{gathered}
\operatorname{sizeArray}_{i}=\left[m_{i, 1}, m_{i, 2}, \cdots\right] \\
\text { rateArray } \\
i
\end{gathered}=\left[r_{i, 1}, r_{i, 2}, \cdots\right] ; \text { element }\left(\text { home }, \operatorname{sizeArray}_{i}, z_{i}, m_{i}\right) ;
$$

where $z_{i}$ is the index of elements we choose from these two arrays. The pseudocode in Gecode for the COP is shown in Algo. 2. After putting these constraints into Gecode solver, we can obtain memory sizes to allocate for all functions.

```
Input :
    \(M\) (total memory space),
    \(\left(m_{i, 1}, r_{i, 1}\right),\left(m_{i, 2}, r_{i, 2}\right), \cdots\) (relationship
between memory size and hit rate of
\(F_{i}, i=1,2, \cdots, n\) ),
    \(E_{i}\) (total energy consumption of
\(\left.F_{i}, i=1,2, \cdots, n\right)\)
Output:
            \(z_{i}\) (index of choice of memory size and
hit rate for \(F_{i}, i=1,2, \cdots, n\) ),
            \(\boldsymbol{m}_{\boldsymbol{i}}\) (memory size for \(F_{i}, i=1,2, \cdots, n\) ),
            \(\boldsymbol{r}_{\boldsymbol{i}}\) (hit rate for \(F_{i}, i=1,2, \cdots, n\) )
Objective: \(\max \sum_{i=1}^{n} E_{i} \boldsymbol{r}_{\boldsymbol{i}}\)
Constraint 1: \(\sum_{i=1}^{n} \boldsymbol{m}_{\boldsymbol{i}} \leq M\)
Constraint 2:
for \(i\) from 1 to \(n\) do
    sizeArray \(_{i}=\left[m_{i, 1}, m_{i, 2}, \cdots\right] ;\)
    rateArray \(_{i}=\left[r_{i, 1}, r_{i, 2}, \cdots\right]\);
    element(home, sizeArray \({ }_{i}, \boldsymbol{z}_{\boldsymbol{i}}, \boldsymbol{m}_{\boldsymbol{i}}\) );
    element(home, rateArray \({ }_{i}, \boldsymbol{z}_{i}, \boldsymbol{r}_{\boldsymbol{i}}\) );
end
```

Algorithm 2: Pseudocode in Gecode

## IV. Experimental Results

## A. Experimental Setup

As discussed above, energy saving of the lookup table can be calculated as

$$
E_{s}(\%)=\frac{r E_{c}-E_{t}}{E_{c}}=r-\frac{E_{t}}{E_{c}},
$$

where $r$ is the hit rate of LUT (i.e. sum of frequency of covered data points), $E_{c}$ is the energy consumption for calculating the kernel and $E_{t}$ is the energy for table search and read operation. To estimate $E_{c}$, we simulate benchmark applications on x86_64 CPU with gem5 simulator, and then transform the simulated statistics (e.g., how many instructions executed) and micro-architecture configurations to the power simulator McPAT. As $E_{t} \ll E_{c}\left(\frac{E_{t}}{E_{c}}<1 \%\right)$ for these computation kernels, energy saving of LUT can be approximately represented by the hit rate $r$, therefore we only show the hit rate of LUT in the results.

In the experiment, we compare the hit rate of LUT between our table allocation method and existing method which simply chooses highest-frequency data points. We apply our method

TABLE I
Benchmarks for Lookup Table Allocation for Approximate Computing with Memory

| Computation Kernel | Inputs | Outputs |
| :---: | :---: | :---: |
| Savity-Golay Filter | 5 Inputs | 1 Output |
| Black Sholes | 5 Inputs | 2 Outputs |
| inversek2j | 2 Inputs | 2 Outputs |
| Fast Fourier Transform (fft) | 20 Inputs | 20 Outputs |

for single function to four commonly-used benchmarks of approximate computing as shown in Table I and use datasets from [18]. Th1 and Th2 in Algo. 1 are set as 8 and $90 \%$ respectively. Then we compare hit rate for inversek 2 j under different error bounds.

## B. Comparison of LUT Hit Rate for Various Kernels

Given table size and error bound of output, the proposed method selects proper data points to store and obtains higher hit rate of LUT. As shown in Fig. 5, for all four computation kernels, we compare hit rate of proposed method (denoted by "Our Method") and the existing method (denoted by "Highest Frequency") of four table sizes (i.e. 64, 32, 16 and 8). Error bound is set according to relative error of the kernel's output. Table with larger size has a higher hit rate as more information is prestored. Hit rate of our method is much larger (about 2 to 3 times) than that of existing method in all cases.

## C. Comparison of LUT Hit Rate under Different Error Bounds

To prove the efficacy of our method, we change the error bound of output for inversek 2 j and compare hit rate under different error bounds. The error bound is set as the relative error and we apply our method when errors are $1 \%, 5 \%, 10 \%$ and $20 \%$ respectively.

As shown in Fig. 6, when the error bound is 1\%, the hit rates of our method and highest frequency method are the same if the table size is 32 or 64 . As the bound is too strict and most centroids generated don't cover other points, selecting the centroid is equivalent with selecting the point with highest frequency. In other cases for any error bound or any table size, our method for table allocation achieves a much higher hit rate than existing method.

When the error bound is $20 \%$, 30 centroids are generated and all data points have been covered, which means a LUT with 30 points stored can cover all data points and the hit rate is 1 . However, using highest frequency method, the hit rate of a LUT with 64 points is still smaller than 1 . This is because the error bound is very relaxed, some high-frequency data points can be approximated with only one point. The results indicate that the proposed method can construct a lookup table based on table size and error bound, which fully utilizes intrinsic characteristic of the target kernel.

## V. Conclusion

LUT based approximate computing is one of the most promising energy-efficient computing techniques for RMS applications. Existing solutions simply stores high-frequency patterns without considering the output quality and the intrinsic characteristic of the target kernel. In this paper, we propose


Fig. 5. Comparison of LUT Hit Rate between Our Method and Highest Frequency Method for Various Kernels (Error Bound: 5\%)


Fig. 6. LUT Hit Rate for inversek2j under Different Error Bounds
a novel lookup table allocation technique for approximate computing with memory based on the input-output relationship of the kernel and frequency distribution of different patterns, which guarantees output quality and achieves much higher LUT hit rate when compared to existing techniques, thereby achieving much better energy savings. We have also shown how to conduct effective lookup table allocation for multiple computing kernels.
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