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Abstract—Computing with memory, which stores function
responses of some input patterns into lookup tables offline and
retrieves their values when encountering similar patterns (instead
of performing online calculation), is a promising energy-efficient
computing technique. No doubt to say, with a given lookup
table size, the efficiency of this technique depends on which
function responses are stored and how they are organized. In
this paper, we propose a novel adaptive approximate lookup
table based accelerator, wherein we store function responses in a
hierarchical manner with increasing fine-grained granularity and
accuracy. In addition, the proposed accelerator provides light-
weight compensation on output results at different precision levels
according to input patterns and output quality requirements.
Moreover, our accelerator conducts adaptive lookup table search
by exploiting input locality. Experimental results on various
computation kernels show significant energy savings of the
proposed accelerator over prior solutions.

Index Terms—approximate computing, lookup table, energy
efficiency

I. INTRODUCTION

For complex functions that appear frequently in a program,

computing with memory [1], which stores function responses

of some input patterns in a lookup table (LUT) offline and

retrieves their values without conducting online computations

with processors, is able to achieve considerable energy sav-

ings and performance improvements. For example, involving

hundreds of instructions, the commonly used function sinx
has an energy consumption of about 100nJ, while energy for

read operation of a 512kB SRAM at 32nm technology is only

about 100pJ [2].

Another promising energy-efficient computing technique is

approximate computing [3, 4], which leverages the intrinsic

error resilience characteristics of emerging applications and

trades off between computation quality and computational

effort. This error resilience can be attributed to the following

factors. Firstly, many big data applications often process large

amounts of noisy and redundant data drawn from real world;

Secondly, there is usually no specific “golden” output value but

rather many “acceptable” outputs, and users are accustomed

to any result of acceptable quality; Finally, algorithms and

computation processes employed to find solution in these

applications can be stochastic in nature or resort to error-

resilient methods.

Recently, many researches on associative computing using

content addressable memory (CAM) [5, 6] explore the combi-

nation of computing with memory and approximate computing

techniques in order to achieve even larger energy efficiency

gains. The proposed CAM enables low voltage operation

and has ultra-low energy consumption. Instead of storing all

possible patterns, CAM prestores only a subset of patterns

and realizes approximation by inexact matching, i.e. finding a

similar pattern within some distance to output an approximate

result. With significantly reduced table size, the lookup table

becomes easily implemented. Also, searching a table with

much fewer entries can obtain remarkable energy savings and

performance gains.
Even for error-resilient applications, there would be certain

quality requirements on the final outputs, and the error con-

straints during computation can vary significantly at runtime

[7]. Existing methods usually prestore patterns with the highest

frequency and search for the nearest pattern in the LUT based

on hamming distance when a new input pattern comes. They

do not estimate or control the output errors, or adjust precision

for varying online quality requirements. Therefore, the output

quality is not guaranteed, and the application error resilience

capability is not used to its full potential.
Motivated by the above, in this paper, we propose an adap-

tive lookup table based accelerator for approximate computing,

named ApproxLUT and make the following contributions.

1) ApproxLUT is an effective approximate accelerator

for commonly-used computation-intensive functions,

wherein the lookup table is constructed offline con-

sidering both the features of target function and the

application error resilience capability. ApproxLUT con-

trols computation quality with worst case error or error

expectation. When the approximate results stored in the

LUT cannot satisfy the quality requirement, the function

will be calculated in fully accurate mode. More impor-

tantly, the lookup table itself is hierarchical, consisting

of subtables with different granularity and stores not

only output but also parameters for compensation. With

such design, ApproxLUT can provide light-weight com-

pensation and output results of multi-precision levels

according to online inputs and requirements.

2) We propose an online locality-based adjustment strategy

for table search. In many applications, if a particular

input operand for a certain function appears at a par-

ticular time, then it is likely that the same input or
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its nearby inputs will appear in the near future. Based

on such “input locality”, ApproxLUT adjusts priority of

subtables online to gain efficiency when searching the

whole table.

The remainder of this paper is organized as follows. Section

2 presents related works on associative computing. Section 3

details our proposed adaptive lookup table based accelerator –

ApproxLUT. In Section 4, experimental results show energy

saving and quality loss of ApproxLUT when applying to

various functions. Finally, Section 5 concludes this paper.

II. RELATED WORKS

Associative computing based on lookup table utilizes out-

puts similarity between neighboring inputs to enable compu-

tation reuse. Associative memories can be implemented on

either software or hardware. When the address of a storage

location for data can be obtained by some mapping algorithms

applied to the data contents, hash-coding can implement a

fast search by pure programming with conventional computer

memories [8]. [9] proposes a family of lookup schemes which

compactly encodes large tables and fits the associative memory

into overall memory architecture with low overhead.

Associative memory on hardware uses content-addressable

memory (CAM) to store input operands and resistive RAM

(ReRAM) to store corresponding output results. [5, 6, 10]

store only a subset of patterns and match an input pattern

with prestored ones by applying an approximate search. Rather

than exactly searching for the input pattern in the lookup table,

these works find a similar one within some distance for ap-

proximate computing. [5] stores patterns of highest frequency,

and uses voltage overscaling (VOS) to deliberately relax the

searching criteria to approximately find stored patterns within

a 1 or 2 bit Hamming distance of the search pattern. As

significant bits may have much greater weight, it can result in

large error when “important” bits of input are different from

the stored operand. [10] considers the weight of each bit and

finds the pattern that has the nearest distance by designing a

multi-stage CAM. However, as how far is the closest distance

cannot be predicted, the output error cannot be estimated and

bounded.

III. METHODOLOGY

For a given application, at offline stage, we firstly select

appropriate functions to accelerate considering both error re-

silience and computation intensity, and then apply ApproxLUT

to the target functions.

The proposed framework of ApproxLUT is presented in

Figure 1, which consists of three components, i.e., control

unit, lookup table and arithmetic logic unit. The lookup table

has two levels, and the second-level table is composed of a

set of subtables with finer granularity compared to the first-

level table. The number of levels of LUT determines how

many precision levels ApproxLUT has. In this paper, we only

discuss 2-level LUT, but it could be extended to more levels

based on the amount of online quality variations and lookup

overhead. For online calculation, given input operand and error

bound, the accelerator computes approximately with the table

and outputs an acceptable result. As mentioned earlier, the

lookup table can be stored in SRAM, non-volatile memory,

associate memristive memory, or other kinds of memory. And

control unit can be implemented at either software or hardware

level.

In this section, we first briefly introduce how to select

proper target functions. Next, we discuss how to construct the

lookup table at offline stage and perform online approximate

computation.

Control Unit
Input, Error Bound Output 

ALUTwo-Level 
Lookup Table

Fig. 1. Framework of Lookup Table Based Accelerator for Approximate
Computing

A. Function Selection

Appropriate target function should be chosen for approxi-

mation before building the accelerator. Most applications and

algorithms can be further decomposed into computational ker-

nels with different error resilience capabilities. Some kernels

are error-resilient, as small errors have little impact on the final

output quality. While other kernels are less error-resilient or

even error-sensitive, which are not suitable for approximation.

The chosen function must be in error-resilient kernels in the

target application. To obtain as much saving as possible, the

function should be computation-intensive and frequently used.

Given any input, lookup table based accelerator searches

for the pattern having the shortest distance from the input.

To control the error and make valid approximation, target

function must have similar outputs with similar inputs. Many

functions have this property, for example, continuous function

that satisfies the following Weierstrass and Jordan definitions.

Given a function f(x) and any element c of the domain of

definition I , for every ε > 0, there exists a δ > 0 such that

for all x ∈ I ,

|x− c| < δ ⇒ |f(x)− f(c)| < ε.

Therefore, assuming that xi is the nearest stored pattern from

x, output error |f(x)− f(xi)| is upper bounded.

A large set of functions and applications satisfy the above

properties and can be applied to ApproxLUT, some of which

are listed in Table I.

B. Offline Lookup Table Construction

In this section, we will explain how to construct lookup

table of the accelerator offline for certain function. There are

mainly three steps:

• Decide the formula and coefficients for light-weight com-

pensation;
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TABLE I
COMPUTATION-INTENSIVE FUNCTIONS AND CORRESPONDING APPLICATIONS

Function Application
Trigonometric Functions: cosx, tanx, arcsinx Geometry

Exponential Function: ex

Logarithmic Function: lnx
Financial

Error Function: erf(x) = 2√
π

∫ x
0 e−t2dt Statistics

Riciandenoise 3D: f(r) =
r(2.38944+r(0.950037+r))

4.65314+r(2.57541+r(1.48937+r))
Medical

• Select data points to store in the table and calculate the

error of LUT;

• Construct the lookup table level by level.

1) Formula and Coefficients for Compensation: Given

function f(x), assuming that xi is the nearest stored pattern in

the lookup table from input x, error of output is f(x)−f(xi).
To make light-weight compensation, we calculate error ap-

proximately with

f(x)− f(xi) ≈ ef(x, xi, ci1, ci2, ...),

where ef is the approximate expression for error and

ci1, ci2, ... are corresponding coefficients at xi. Formula and

coefficients of the function ef can depend on the original

function f(x), domain of interest I , the nearest pattern xi and

so on. For example, when we target function log x on [1, 2],
ef can be defined as 2(x− xi)/(x+ xi) [1].

One straightforward realization of ef for continuous deriv-

able function is using Taylor expansion. The Taylor series of

a function f(x) that is infinitely differentiable at value x0 is

the power series:

f(x0) +
f ′(x0)

1!
(x− x0) +

f ′′(x0)

2!
(x− x0)

2 + ...

The tangent line approximation of f(x) for x near x0 is called

the first degree Taylor Polynomial of f(x) and is

f(x) ≈ f(x0) + f ′(x0)(x− x0).

And the second degree Taylor Polynomial is

f(x) ≈ f(x0) +
f ′(x0)

1!
(x− x0) +

f ′′(x0)

2
(x− x0)

2.

Therefore, when using first order approximation,

ef(x, xi, ci1) = ci1(x− xi), ci1 = f ′(xi).

For second order approximation,

ef(x, xi, ci1, ci2) = ci1(x− xi) + ci2(x− xi)
2,

ci1 = f ′(xi), ci2 =
1

2
f ′′(xi).

2) Data Point Selection: Memory space of the lookup table

is limited and when there is more stored patterns, both search

and read operations have more energy consumption and longer

execution time. For example, in 45nm technology, 32-row

associate memristive memory (AMM) consumes about twice

energy compared to that of 8-row AMM for one search and

read operation [5].

Tradeoff between Error and Size of Table. Undoubtedly

larger lookup table with more information has higher precision

and there is tradeoff between error and size of table. According

to which one is the main restrictive factor, either the number

of data points to be selected is specified, or a maximum error

is defined implying least number of data points required for

approximation. [11] proposed methods for selecting a specified

number of data points and selecting data points based on an

error tolerance, which we apply to ApproxLUT.

Error Criteria for Lookup Table. Suppose f(x) is the

accurate output with input x, fo(x) is the output value of

ApproxLUT, i.e.

fo(x) = f(xi) + ef(x, xi, ci),

where xi is the nearest stored pattern, and ef and ci are

formula and coefficients for compensation. There are many

kinds of error criteria we can use for the lookup table based

on requirements of the application, and two of them are as

follows.

• Worst Case Error. Worst case error is the largest error

among all points, i.e.

error = max
x∈I

|fo(x)− f(x)|.
• Error Expectation. Error expectation is the expectation

of error for all points, i.e.

error =
∑

x∈I

|fo(x)− f(x)|p(x),

where p(x) is the probability distribution of input data x.

In fact, error expectation is the mean error when we assume

equal probability of all possible operands. With prestored data

points, we calculate errors for all possible data points and

then define precision with the error criteria for online error

bounding.
3) Level by Level Table Construction: After data point

selection, as shown in Figure 2, for every chosen pattern

xi, the table stores input operand xi, output yi = f(xi),
and compensation coefficients ci. The first-level table consists

of N patterns within the interval between x1 and xN in

ascending order, i.e. x1 < x2 < ... < xN . The second-

level table is constructed based on first-level table. When

there is N patterns in first level, the second level has N − 1
subtables. Construction process is the same and interval of

these subtables are respectively x1 to x2, x2 to x3, ..., xN−1

to xN . Therefore the second level is composed of a set of

subtables with finer granularity compared to first level.

Suppose fo(x) is the output value with input x. There are

four approximation modes using this two-level table.

Mode 1 (2nd w/ c): Second Level with Compensation.

fo(x) = f(xij) + ef(x, xij , cij),

where xij is the jth pattern in the ith second-level subtable

and is the nearest pattern from x in the whole lookup table,
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Lookup Table

1st Level Table

...

...

2nd Level Table

...

Input Output Compensation

x1

x2

...

y1

y2

c1

c2

xN-1 yN-1 cN-1

xN yN cN

x1

x2

xN-1

xN

Fig. 2. Two-Level Lookup Table of the Accelerator

and cij is the compensation coefficient of xij .

Mode 2 (1st w/ c): First Level with Compensation.

fo(x) = f(xi) + ef(x, xi, ci),

where xi is the ith and the nearest pattern from x in the first-

level table, and ci is the compensation coefficient of xi.

Mode 3 (2nd w/o c): Second Level without Compensation.

fo(x) = f(xij).

Mode 4 (1st w/o c): First Level without Compensation.

fo(x) = f(xi).
After construction of the whole table, precisions of Approx-

LUT can be calculated for all approximation modes.

C. Online Approximate Computing with ApproxLUT

1) Approximation Mode Selection: It is unnecessary to

perform fully accurate computation for error-resilient algo-

rithm. On one hand, lower precision does not always lead

to functional error. On the other hand, as many applications

are inherently error-resilient, certain amount of functional

errors are acceptable, which can sometimes be recovered and

have no influence on the final output quality. Such error

resilience capability is always varying online and decides

precision requirement for current computation. Given online

error bound, ApproxLUT compares it with errors characterized

offline and selects appropriate approximation mode.

2) Computation with Lookup Table: With input x and error

bound, the accelerator outputs acceptable result y following

the steps shown in Figure 3. Errors of four approximation

modes are denoted by e1, e2, e3 and e4 and we assume that

e1 < e2 < e3 < e4, which means e1 corresponds to the most

accurate mode. If highest accuracy level cannot satisfy the

bound, i.e. Error Bound < e1, the accelerator calculates the

function directly without the table. If Error Bound ≥ e1, con-

trol unit chooses appropriate approximation mode according to

error bound. Then control unit searches only the first level or

both levels of the lookup table and obtains the nearest pattern

x′, corresponding output y′, compensation parameters denoted

by CP and a hit flag. The hit flag is used to show whether the

exact input pattern is stored in the table, i.e whether x = x′ is

true. If this flag is true or if y′ without compensation satisfies

the precision requirement, y′ is output directly. Otherwise the

accelerator adds compensation with CPs to y′ and outputs the

final result y = y′ + ef(x, x′,CPs).

Input, Error Bound

Error Bound 
 e1

Approximation
Mode

Selection

Calculation 
without LUT

Output

Lookup Table 
Search

Hit flag = 1 or Mode 
w/o compensation? Compensation

Output

LUT Control Unit ALU
x

x’, y’,
CPs,

Hit Flag

x

y

x, x’, y’, 
CPs,

y

No

No

Yes

Yes

Fig. 3. Calculation Flow of the LUT Based Accelerator

3) Table Priority Adjustment: In many applications, input

operands of a function may show the phenomena that if a

particular input appears at a particular time, then it is likely

that the same input or its nearby inputs will appear in the near

future, and we call this phenomena “input locality”.

For example, in the discrete cosine transform used for image

impression, the n real numbers x0, ..., xn−1 are transformed

into the n real numbers X0, ..., Xn−1. DCT-II is the most

commonly used form using the formula:

Xk =
n−1∑

i=0

xi cos[
π

n
(i+

1

2
k)], where k = 0, ..., n− 1.

Function cosx is frequently used and two successive calcula-

tions cos[ πN (i+ 1
2k)] and cos[ πN (i+1+ 1

2k)] have very similar

input operands as n and k are fixed.

In this case, our accelerator for cos function has a high

probability to find the nearest patterns of these two successive

inputs in the same subtable. To utilize input locality, when

the accelerator keeps reading from the same subtable for

several successive computations, this subtable is put in a higher

priority for later table search.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

In the experiment, to prove the efficacy of compensation and

multi-level table, we first compare energy consumption and

precision between multi-level table with compensation param-

eters and traditional lookup table. We then apply ApproxLUT

to various functions and evaluate its effectiveness.

For lookup table construction, we choose first degree Taylor

polynomial for light weight compensation, i.e. ef(x, xi, ci) =
ci(x − xi), where the compensation parameter ci = f ′(xi).
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Based on such compensation mechanism, methodology pro-

posed in [11] is employed for data point selection. We then

calculate errors (error expectation) and energy savings of

four approximation modes of ApproxLUT compared to fully

accurate computation. Errors of four approximation modes

are denoted by e1, e2, e3 and e4 and we assume that e1 <
e2 < e3 < e4, which means precision of mode 1 to mode 4

is decreasing and mode 1 corresponds to the most accurate

approximation mode.

We use associate memristive memory with 32-bit word size

for both input and output operands to store the lookup table.

Control unit of the accelerator is implemented at software

level. As the overhead of approximation mode selection is

ignorable compared with table operation (search and read) and

calculation for compensation, we do not take it into account

for energy consumption of ApproxLUT.

To estimate power of associative memristive memory, we

use TCAM power model proposed in [12] and obtain this

model from the website [13]. For energy consumption per

operation of basic operations (+,× for compensation) and tar-

get functions, we simulate benchmark applications on x86 64

CPU with gem5 simulator. The simulated statistics (e.g., how

many instructions executed) and micro-architecture configura-

tions are transformed to the power simulator McPAT, where

the energy consumption of the system is estimated.

B. Comparison with Traditional LUT

1) Single-Level Table with Compensation vs. Single-Level
Table without Compensation: For functions listed in Table I,

we calculate the error of a 32-row table with compensation

(32 patterns and their compensation parameters are stored).

Then we find the number of rows for table without compen-

sation which has similar precision. Number of rows in LUT

(i.e. number of patterns required) and corresponding energy

consumption are compared between these two LUTs having

the same quality loss.

As shown in Fig. 4, table without compensation needs much

more patterns, e.g., for cos function, traditional table needs

3200 rows to obtain the precision of 0.0004 while table with

compensation only needs 32 rows. Energy consumption shown

in the figure is the relative consumption compared to exact

function computation. When we use traditional table for cos,
energy for table search and read is 2.5 times, while table

with compensation (including calculation for compensation)

achieves energy saving of about 50%. For the error function

erf, compensation with gradient is not that effective, and the

size of traditional table is only 420, therefore the energy

consumption of traditional table is a little bit less than that

of table with compensation.

2) Single-Level Table vs. Multi-Level Table: To compare

single-level table and multi-level table (both are without com-

pensation), we apply these two LUTs having the same size

(256 rows in total) for function cosx to discrete cosine trans-

form (DCT) application. To show the quality degradation, we

then use accurate inverse discrete cosine transform (iDCT) and

calculate peak signal-to-noise ratio (PSNR) of approximate
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Fig. 4. Comparison of Number of Rows and Energy Consumption between
Lookup Tables with and without Compensation

and accurate results. As shown in Fig. 5, multi-level table

has multi-level precision (29dB and 18dB). The most accurate

mode can achieve similar quality with single-level table (29dB

vs. 31dB), while obtaining much more energy saving (95.7%
vs. 73.9%, denoted by Es in the figure) for calculating cos.

Es = 73.9%
PSNR = 31dB

Es = 95.7%
PSNR = 29dB

Es = 97.9%
PSNR = 18dB

Exact Single Level

2nd Level 1st Level

Fig. 5. Comparison of Energy Saving and Quality Loss between Single-Level
and Multiple-Level Lookup Tables for DCT

C. ApproxLUT for Various Functions

We apply ApproxLUT to functions listed in Table I. The

lookup table has 256 rows in total, wherein the first level has

16 rows and the second level has 240 rows (15 subtables, each

of which has 16 rows). We estimate energy saving (denoted by

Es) compared to original computation of the function and error
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TABLE II
ENERGY SAVING AND ERROR EXPECTATION OF APPROXLUT FOR VARIOUS FUNCTIONS

Approximation
Mode

cosx
[0, π

2
], [0, 1]

tanx
[0, 2π

5
], [0, 3.08]

ex

[0, 3], [0, 20.09]
lnx

[1, 10], [0, 1.61]
erf(x)

[0, 3], [0, 1]
Denoise

[0, 3], [0, 0.81]

1 (2nd, w/ c)
error 1.03e-05 1.65e-05 0.0008 7.13e-06 4.46e-05 2.51e-06
Es 49.85% 59.55% -2.76% -9.98% 99.56% 26.18%

2 (1st, w/ c)
error 0.0015 0.0033 0.1534 0.0016 0.0027 0.0006
Es 55.41% 64.03% 8.64% 2.21% 99.61% 34.37%

3 (2nd, w/o c)
error 0.0043 0.0045 0.0556 0.0022 0.0016 0.0010
Es 88.87% 91.03% 77.20% 75.60% 99.90% 83.62%

4 (1st, w/o c)
error 0.0414 0.0559 0.7912 0.0333 0.0177 0.0143
Es 94.44% 95.51% 88.60% 87.80% 99.95% 91.81%

expectation (denoted by Error) for four approximation modes,

and the results are shown in Table II. The first row of the table

lists all functions for evaluation with their definition domains

and value domains (e.g. for cosx, the definition domain is

[0, π
2 ] and the corresponding value domain is [0, 1]). Precision

is decreasing from mode 1 to mode 4. Mode 1 searches

second-level table and adds compensation (denoted by 2nd, w/

c in the table), mode 2 is first-level table with compensation,

mode 3 is second-level table without compensation and mode

4 is first-level table without compensation.

Energy savings of mode 1 and 2 (e.g. 59.6% and 64.0%
for tanx), and mode 3 and 4 (91.0% and 95.5% for tanx)

are close, while mode 3 and 4 have much more energy

savings than mode 1 and 2. This is because mode 1 and

2 conduct + and × operations for compensation, which are

more energy-consuming than table search. For function ex and

lnx, energy savings are negative for mode 1, which means

mode 1 consumes more energy than fully accurate mode.

Energy consumptions of these two functions are inherently

small and are comparable to that of + and ×. Therefore

approximation modes with compensation are not suitable for

them. For erf(x) = 2√
π

∫ x

0
e−t2dt with a much more complex

computation, ApproxLUT has the best energy savings above

99.5% while error of mode 1 is only 4e-05, which means

energy consumption for original computation is about 200

times of that for ApproxLUT.

V. CONCLUSION

This paper proposes an adaptive lookup table based accel-

erator named ApproxLUT, which can be generally applied

to computation-intensive functions in various platforms. Ap-

proxLUT stores selected function responses in a hierarchical

lookup table with light-weight compensation capability, which

is able to output results at different precision levels accord-

ing to online application quality requirements. At runtime,

ApproxLUT adjusts table search strategy by exploring input

locality to achieve high energy-efficiency. Experimental results

show that the energy savings of the proposed solution outper-

forms state-of-the-art techniques considerably.

VI. ACKNOWLEDGEMENT

This work is supported in part by Project #61432017 and

Project #61532017 by National Natural Science Foundation

of China (NSFC), and in part by Huawei Technologies Co.

Ltd.

REFERENCES

[1] Ping Tak Peter Tang. Table-lookup algorithms for elementary
functions and their error analysis. In IEEE Symposium on
Computer Arithmetic, pages 232–236, 1991.

[2] Jason Cong, Milos Ercegovac, Muhuan Huang, Sen Li, and
Bingjun Xiao. Energy-efficient computing using adaptive table
lookup based on nonvolatile memories. In Low Power Electron-
ics and Design (ISLPED), 2013 IEEE International Symposium
on, pages 280–285. IEEE, 2013.

[3] Vinay K Chippa, Srimat T Chakradhar, Kaushik Roy, and Anand
Raghunathan. Analysis and characterization of inherent appli-
cation resilience for approximate computing. In Proceedings
of the 50th Annual Design Automation Conference, page 113.
ACM, 2013.

[4] Jie Han and Michael Orshansky. Approximate computing: An
emerging paradigm for energy-efficient design. In 2013 18th
IEEE European Test Symposium (ETS), pages 1–6. IEEE, 2013.

[5] Abbas Rahimi, Amirali Ghofrani, Kwang-Ting Cheng, Luca
Benini, and Rajesh K Gupta. Approximate associative mem-
ristive memory for energy-efficient gpus. In 2015 Design,
Automation & Test in Europe Conference & Exhibition (DATE),
pages 1497–1502. IEEE, 2015.

[6] Mohsen Imani, Abbas Rahimi, and Tajana S Rosing. Resistive
configurable associative memory for approximate computing. In
Design, Automation & Test in Europe Conference & Exhibition
(DATE), 2016, pages 1327–1332. IEEE, 2016.

[7] Swagath Venkataramani, Vinay K Chippa, Srimat T Chakradhar,
Kaushik Roy, and Anand Raghunathan. Quality programmable
vector processors for approximate computing. In Proceedings
of the 46th Annual IEEE/ACM International Symposium on
Microarchitecture, pages 1–12. ACM, 2013.

[8] Teuvo Kohonen. Associative memory: A system-theoretical
approach, volume 17. Springer Science & Business Media,
2012.

[9] Will Eatherton, George Varghese, and Zubin Dittia. Tree
bitmap: hardware/software ip lookups with incremental updates.
ACM SIGCOMM Computer Communication Review, 34(2):97–
122, 2004.

[10] Mohsen Imani, Yan Cheng, and Tajana Rosing. Processing
acceleration with resistive memory-based computation. In
Proceedings of the Second International Symposium on Memory
Systems, pages 208–210. ACM, 2016.

[11] Bernd Hamann and Jiann-Liang Chen. Data point selection
for piecewise linear curve approximation. Computer Aided
Geometric Design, 11(3):289–301, 1994.

[12] Banit Agrawal and Timothy Sherwood. Modeling tcam power
for next generation network devices. In Performance Analysis
of Systems and Software, 2006 IEEE International Symposium
on, pages 120–129. IEEE, 2006.

[13] Ternary cam (tcam) power and delay modeling. http://www.cs.
ucsb.edu/∼arch/mem-model/.

443

Authorized licensed use limited to: Univ of Calif Riverside. Downloaded on August 14,2023 at 23:28:18 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


