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Abstract—MA C layer protocolsfor wir elessad hocnetworks typically as-
sumethat the network is homogeneouswith respectto the transmit power
capability of individual nodesin the network. The IEEE 802.11MAC pro-
tocol hasbeenpopular for usein ad hoc networks. We investigatethe per-
formanceof this protocolwhenit is usedin anetwork with nodesthat trans-
mit at various power levels. We shaw that overall throughput is lower than
the thr oughput of a network in which all nodestransmit at identical power
levels. In addition, low power nodeshave a disadvantagein accessinghe
medium dueto higher levels of interferencefr om the high power nodes.We
consider propagating the control messagegeneratedby a node wishing to
initiate communicationto distant nodessothat they may forbear transmis-
sionsfor sometime, thereby allowing clear accesgo the initiating node. We
find that the overheadincurr ed dueto the additional messageransmissions
outweighsthe potential gain achieved by propagatingthesemessagesThis
indicatesthat the signalling mechanismusedin the IEEE 802.11standard
or the variants thereof are not sufficient to alleviate the lossin throughput
and the lack of fairnessengendeed by networks that are heterogeneous
with regardto the transmit power capabilities of individual nodes.

|. INTRODUCTION

A Mobile Ad Hoc Network (MANET) is definedas“an au-
tonomoussystemof mobile routers(andassociatedhosts)con-
nectedby wirelesslinks—theunion of which form an arbitrary
graph”[2]. Mobile ad hoc networks are primarily deployed in
the military andin disasterrelief operations. Thesenetworks
needto berapidly deployable,easilyreconfigurableandarede-
void of ary centralizedsupportinfrastructure.This usuallyne-
cessitateprotocolsthat are distributed in naturefor functions
suchasrouting and mediumaccesscontrol. The mobility of
nodesfurther complicateghe designof suchprotocolsin mary
ways.

The Medium AccessControl (MAC) protocolis critical to
achieving a statistically equitabledistribution of the available
capacitybetweencontendingusers. This is alsoimportantfor
ensuringthatthe QoSrequirement®f differentusersare satis-
fied. Thedesignof agoodwirelessMA C protocolhasto address
challengesaisedby (i) mobility of the nodesand(ii) anunreli-
able,time-varying channel. Mobility affectsthe MAC protocol
becausehe setof userscompetingfor capacityon the medium
keepschanging.This makesit difficult to allocatebandwidthin
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242000, ©HRL Laboratories|LC., All RightsResered”

an equitablefashion. Time-varying effects suchasfadingand
interferencealsomake it difficult to administermediumaccess
controlonthechannel.

Fig. 1. An Exampleto illustratethe HiddenandExposedTerminalProblems

The simplestmediumaccessontrol mechanisnwould per
mit usersto transmitary time they desire. The ALOHA pro-
tocol [3] operateshasedon this principle. While this method
works well for light loads,at heavier loadsit resultsin a high
incidenceof collisionsamongsimultaneousransmissionsThe
“Carrier SenseMultiple Access’(CSMA) protocols[9] attempt
to addresshis problem.WhenCSMA is deployed,nodedisten
on the channelto sensehe carrierdueto anothemodes trans-
mission. If a carrieris detectedthe sensingnoderefrainsfrom
transmitting.CSMA protocolsdo not, however, dealadequately
with the hidden terminal problem[10] or the exposed terminal
problem. The hiddenterminal and exposedterminal problems
arebriefly explainedby meansof anexamplein therestof this
paragraph.In the scenariodepictedin Figure 1, saynodeA is
transmittingto nodeB. Justsensingthe channelwill not make
nodeC awareof thetransmissiorbecausdt is beyondtherange
of nodeA. It maythereforeattemptto transmitatthesametime,
thus causinga collision at nodeB. This is the hiddenterminal
problem.Now if nodeB is transmittingto nodeA, nodeC will
sensdhetransmissiormanddeferits transmissioreventhoughits
rangeis notlargeenougho causeacollisionatnodeA. Thusthe



channeltilization efficiengy suffersin this case.Thisis known
asthe exposedierminalproblem.Note thatthe collisionsoccur
atthereceverandnotatthetransmitter

Phil Karn proposedthe “Multiple Accesswith Collision
Avoidance”(MACA) protocol [8] in 1990, basedon the Ap-
ple LocalTalk protocol. MACA doesaway with carriersensing.
Insteadtheinitiator andintendedrecever of a datatransmission
exchangecontrolmessage® gainaccesgo the channebefore
commencinghetransmissionTheinitiator sendsa Request-to-
Send (RTS) messagéo the intendedrecever. The recever re-
spondswith a Clear-to-Send (CTS)messageTheinitiator starts
datatransmissioruponreceiptof the CTS messageTheinitia-
tor includesin the RTS messagethe amountof datait intends
to transmit. This informationis alsoincludedin the CTS from
therecever. Nodesthatoverheaithe RTS will defertheirtrans-
missionslong enoughfor the CTS to be successfullyreceved
atthe initiator. (Note thatthereis an assumptiorof symmetry
here.If anode,saynodeX, canhearaseconchodeY, thennode
Y canalsohearnodeX). Likewise,nodesthatoverheara CTS
messagevill defertheir transmissiongor a periodlong enough
to ensurehatthe ensuingDATA pacletis successfullyeceied
by therecever.

MACA doesnot have link-level acknavledgementsf data
transmissions.If a datatransmissiorfails, retransmissiorhas
to beinitiated by the transportiayer. This cancausesignificant
delaysin the transmissiornof data. MACAW [5] extendsthe
RTS-CTS-MATA exchangeby introducingalink level acknavl-
edgemenfACK) from thereceverafterthesuccessfuleception
of data. The useof an ACK complicateshe exposedterminal
scenario.An exposedterminalcanbenefitfrom an opportunity
to transmitonly if it canhearthe ensuingreply (a CTS or an
ACK). For example,goingbackto Figurel, saynodeB is trans-
mitting to nodeA. If nodeC electsto transmitanRTSto another
nodeat the sametime, it may not successfullyeceve the CTS
from its intendedrecever dueto a collision with the transmis-
sion from nodeB. Also the transmissiorfrom nodeC may it-
self causea collision in nodeB'’s receptionof an ACK from
nodeA, thusrenderinghodeB’s datatransmissiorutile. To ad-
dresghisissue MACAW utilizesa Data Sending (DS) message
from theinitiator beforetheactualDATA transmissionTheDS
messag@announceso the neighboursf theinitiator thatthere
wasa successfuRTS/CTSdialog anda DATA transmissions
aboutto follow. Nodesthat hearthis messagewill thendefer
their transmissiongong enoughfor theinitiator to transmitthe
DATA paclet andsuccessfullyreceve the ACK messagdrom
its intendedrecever.

The IEEE 802.11 MAC protocol [1], [6] is derived from
MACA. It usesboth a physical and a virtual carrier sense
mechanismto determinewhenthe mediumis busy. It usesan
RTS-CTS-ATA-ACK dialogueto accomplishdatatransmis-
sion. Eachmessag thedialoguecontaindurationinformation
for the remainderof the dialogue. The virtual carrier senses
implementedn the form of a network allocation vector (NAV)
maintainedby eachnode. The NAV at eachnodemaintainsa
valuewhich represents time instantthatindicatesthe duration

uptowhich themediumis goingto bebusydueto transmissions
from othernodes. The NAV is updatedbasedon the duration
informationadwertisedin messagesverheardy thenode.

Notethatall theabove protocolsassuméhe presencef sym-
metric links. This is valid for a network in which all nodes
transmitat the samepower level. The rapid spreadof multi-
farious“wireless network enabled’devicesjeopardizeghe as-
sumptionof homogeneoupower capability An adhocnetwork
may compriselow powertransducers?DAs, handheldcomput-
ers and larger file seners. Thesedeviceswill have different
transmitpower capabilities. Someof themmay be “tethered”
to a power supplyat all timesandothersmay be dependenon
batterypower for long durationsof time. In ary event, it will
be critical to ensurethatthe MAC protocolin usedoesnot un-
duly favour devicesthat cantransmitat higherpower levels. In
the next sectionwe describesomeof theissuesassociatedvith
usingthe | EEE 802.11MAC protocolin anetwork in which dif-
ferentnodesmay transmitat differentpower levels. In Section
[ll, we considersomemaodificationsto the IEEE 802.11MAC
protocolin orderto addresgheseproblems.In SectionlV we
provide the performanceesultsof simulationsof thesemodifi-
cations interpretthemandcomparghemto the performancef
thestandardrotocol.In SectionV we summarizeour work and
presenbur conclusions.

I1. PROBLEM DESCRIPTION AND SIMULATION OVERVIEW

In this paper we will concentraten the IEEE 802.11MAC
protocol.? We investigatea network with heterogeneousower
capabilitiesandtheinequitiesandinefficienciesin the useof the
mediumin sucha network. In our study eachindividual device
is assumedo have a constantransmitpower, but this transmit
power maybedifferentfor differentdevicesin thenetwork. The
termpower capability will referto the powerlevel thatanodeis
capableof usingfor transmissionsThetermshomogeneous net-
work andheterogeneous network will referto networksin which
all nodeshave,respectiely, identicalor non-identicapower ca-
pabilities. Simulationsare performedusing the N'S network
simulator

Typically MAC layer throughputis affectedby routing and
transportayer artifacts. For instance,TCP retransmissionand
acknavledgementsnalke it difficult to modelthe input load to
the MAC layer accurately Also, the useof stalerouting in-
formationmaymanifestinappropriatelyastransmissiorailures
atthe MAC layer. In orderto decoupletheseeffectsfrom our
studyof theMAC protocol,we extendedhe N'S simulatorto in-
troducea traffic generatioragentimmediatelyabove the MAC
layer. Thisagenthasperfectinformationaboutthenodesneigh-
boursat every instant. Every time a datapacletis generatedit
will be randomlydestinedfor one of the nodesthat are neigh-
boursat that instant. The datapaclets are fixed-sizepaclets
of 1000 byteseach. The traffic modelat eachnodehasexpo-
nentially distributed paclet inter-arrival timeswith the average
rate A beingvariedto vary systemload. The mobility model

3“Specifically we studythe IEEE 802.11MAC protocolin the framavork of
the Distributed CoordinationFunction(DCF)[1]"



is a random waypoint modelwith constantspeedof 6mphbe-
tweenpointsandpausetime 0.1 secondsIn otherwords,each
nodechoosesa randomdirectionin which it movesat a con-
stantspeef 6mphfor arandomtime. After thistime,thenode
pausedor 0.1 secondsthenchooses new directionat random
andrepeatgheprocess. Thesimulationnetwork is assumedo

be deployedin a squareregion whoseareamay be variedsoas
to vary the geographicatiensityof nodesin the network. The
mediumis assumedo befreeof noiseandary errorsdueto fad-
ing orinterferencetherthantheinterferencdrom otherusersn

thenetwork. Thechannebandwidthis setat2Mbps. Theradio
specificationsare basedon the AT&T WavelL AN with only the
transmitpower beingvaried. The samefrequeng bandis used
by all useran thenetwork. Two or moresimultaneousransmis-
sionsrecevedby anodeeitherresultin acollisionor capture. A

transmissiorcaptureshe mediumwhenthethe receved power
dueto that transmissiorexceedsten timesthe receved power
dueto ary othersimultaneousransmissionin orderto quantify
channelusage we definethroughputefficieny at eachnodeas
follows:

_ totaltime spentin successfullyransmittingdata
B total simulationtime
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Fig.2. MAC layerthroughputfor ahomogeneousetwork
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Fig. 3. MAC layerthroughputor a heterogeneousetwork

In Figure 2, we shav the throughputof two homogeneous

networks at power levels of 0.14Wand0.56W andan average

4“Note thatthis traffic modelhasbeenchoserfor simplicity andary generic
traffic modelmaybe expectedo resultin similar performance”

offeredload (A) of 1000 paclets/secont eachnode. The to-
tal numberof nodesin the network is fixed at 40 andthe node
densityis varied by varying the areaof the squaregrid usedin
the simulations. The parameteialongthe X axis indicatesthe
length of the squaregrid. We notethat at very high densities
(grid length < 500m), both networks performvirtually identi-
cally. Thisis becaus¢he nominaltransmitrangeat the smallest
power level (0.14W)is about205m,which impliesthatall the
nodesaresharingasinglechanneblmostall thetime. Thesame
is true for the network operatingat highertransmitpower level.
Howeverasthegrid areaincreasesye noticethatthenetwork in
which nodestransmitwith the lower transmitpower doesmuch
betterthantheothernetwork. Thisis becaus¢helowertransmit
power increasesetwork capacityby increasingspatialreuseof
the spectrum. This is in marked contrastto what happensn
the operationof a heterogeneousetwork with nodesoperating
at two transmitpower levels. Figure 3 depictsa network of 40
nodeswith half of thenodegransmittingat 0.14Wandtheother
half transmittingat 0.56W We note that the low power nodes
suffer a 50% degradationin throughputefficiency in compari-
sonwith their performancén ahomogeneousetwork in which
thereareno high power nodes. A similar trendwasdiscerned
atlighter traffic loadsof 100,50 and10 pacletspersecondoer
node. Clearly the low power nodesare beingoverwhelmedoy
thehigherpower nodesin accessingndusingthe channelsuc-
cessfully

The IEEE802.11MAC protocol usesa resenation scheme
basedon the exchangeof Requesto Send(RTS) and Clearto
Send(CTS) messagebetweena sourceand destinationas ex-
plainedin Sectionl. For a homogeneousetwork, on average
this mechanisnworks satisactorily in ensuringa fair allocation
of the channel. But in a heterogeneousetwork, whena low-
power node attemptsto resene the channelfor a subsequent
datatransmissionit may notbeheardby high-pavernodeshat
are potentially closeenoughto disruptits dataexchange. For
instancein Figure4, nodeA is a high-pover node,nodeB is a
low-power nodeandnodeC is anothethigh-pover node.Node
C may potentiallyinterferewith thereceptionof dataat nodeB
in spiteof the RTS/CTSexchangebetweemodesA andB since
it is unableto hearthe CTS messagérom nodeB.

@s

Fig. 4. Failureof RTS/CTSin heterogeneougower ervironment

As theuseof adhocwirelessnetworksbecomesnoreubiqui-
tous, the assumptiorof uniform transmitpower capability will
be lessandlessvalid. Network-enabled deviceswith disparate



power capabilitieswill bepressednto serviceandsomeof them
may not be ableto operatesatishctorily in the network dueto
unfairnessn the MAC protocol. ThereforeMA C protocolswill
needto bedesignedo bemoresensitve to thedifferenttransmit
power capabilitiesof devices.

I1l. MODIFYING THE RTS/CTS RESERVATION SCHEME
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Fig.5. Successatefor DATA transmissions

As shown in Figure4, a successfuRTS/CTSexchangewill

now with anadditionalnodeD in thepicture.SaynodeD broad-
castghe CTSit heardrom nodeB. The CTSfrom nodeB could
not reachnodeC, but the broadcasmessagdrom nodeD wiill
reachnodeC andnodeC will thendeferits own transmissions
duringthe ensuingDATA/ACK sequencédetweemodesA and
B. Note thatin mostcasesa single broadcasbf the CTS will
not suffice. At thesametime, we obviously do notwantto keep
broadcastinghe CTS ad infinitum. We needto propagatethe
CTSareasonableaumberof timesto ensureadequateeachfor
the resenation without causingtoo muchoverhead.Adequate
reachmeanscovering a radiusequalto the transmissiorradius
of the highestpower nodein the network. Assumingthat the
network is not partitioned,and transmitrangesare normalized
suchthatthe lowestpower nodein the network hasrangel unit
andthe highestpower nodein the network hasrangeN units,
we have thefollowing result:

Lemma 1. With the nodesdistributed along a straightline
suchthatthe distancebetweenary two neighbourds lessthan
oneunit (no partitioning,in somesensejandeachtransmission
having arangeof oneunit, andassuminghatamongthe nodes
thathearatransmissionthe nodethatis furthestfrom thetrans-
mitting nodewill retransmithe messageye have:

A messag@eeddo be propagate@ N — 1 timesto ensurethat
it is heardatadistance/NV from the originatorof themessage.

Proof: Let transmission refer to both, the original transmis-

notguarantesuccessfulransmissiorf datain aheterogeneous sjon of a messag®r subsequentetransmissionby nodesthat

network. This is borne out by the graphin Figure 5 which
shaws the percentageof successfuDATA transmissionsfter
asuccessfuRTS/CTSexchangdor homogeneousetworksop-

hearthe message.Say the originator of the messages at the
origin andtransmission®ccuralongthe positve X axis. The
first transmissiorcoversone unit. Saym transmission®f the

eratingat differentpcwer levelsaswell asfor a heterogeneous messageare neededo ensurea reachof k£ units, Speciﬁca”ya

network comprisingtwo typesof nodes.We seethatin the het-
erogeneouretwork, thedegradatiorin DATA transmissiorsuc-
cesgatefor thelow powernodescanbeashighas30%. As the
network densitygoesdown, therearefewer neighbourghatcan
interferewith the DATA transmissionHencethe successateof
DATA transmissiongrom low power nodesimproves,but it is
still far below the successatefor high power nodes.

Y A B

Fig. 6. UsingBW_RESmessagé¢o propagateCTS

A possiblesolutionto preventthis degradatioris to extendthe

distancek + 4. If thereis anodein [k, k + 4], its transmission
of the messagevill coverdistancek + 1. In this casewe need
m + 1 transmissiongo cover k£ + 1 units. Supposenow that
thereis nonodein [k, k 4+ d]. Thend anoden; in (k + 6,k + 1]
(elsetherewill be two neighbourswith the distancebetween
thembeinggreaterthanl unit) anda correspondingnodens in
(k — 1+ 4, k] suchthatd(nq,n2) < 1. Thenonetransmission
from n, followedby onetransmissiorfrom n; will berequired
to coverdistancek + 1 units. In thiscasewe requirem + 2 trans-
missionsto ensurethatthe messageoversa distanceof k + 1
units. Thusthe original transmissiorcovers one unit and for
eachadditionalunit of coverage,two additionaltransmissions
arerequired.Therefore the minimum numberof transmissions
requiredto ensurecoverageof N unitsis 2N — 1.

An illustration of thelemmafor N = 3 is providedin Fig-
ure”.

reachof the RTS/CTSresenation sothatall high power nodes o0 . ;1 .
thatcould potentiallyinterferewith the DATA transmissiorare N A
madeawareof theresenation. Oneway to extendthe reachof

the RTS/CTSresenationmechanisnwithout boostingtransmit
power is for nodesthat hearthe CTS messageo propagatet

again.For instancelet usrevisit theearlierscenarian Figure®6, Fig.7. An exampleof five transmissionsequiredvhenN = 3
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We extendthe RTS/CTSmechanisnby addinganothemes-
sagecalled BW_RES which is essentiallya broadcastpropa-
gation of the CTS message.The BW_RES messagdormat is
shawvn in Figure8. It is similar to the RTS messagdormat ex-
ceptthatthef rame control field hasanadditionalattribute
calledseqno. Thisis a sequenc&umberintendedfor the de-
tection of duplicateBW_RES messageshat may be receved
whena standardflooding algorithmis usedto propagatehese
messagesA similar seqno attribute is addedto the f r ane
cont r ol field of the CTSframe. For our simulations the To
DS, Fr om DS andMbr e Fr ag bitsofthef rane contr ol
field (see[1]) wereoverloadedn the CTS andBW_RESmes-

sagesto indicatea 'Time to Live’ (or tt1) for the message.

Thettl isinitially setto 2N — 1 whenthe CTS is sentout
andthendecrementedppropriatelyby eachnodethatretrans-
mits the messagéin theform of aBW_RES),dependingnthe
transmitpower level of the node.Eachnodethathearsthe CTS
anddetermineghatit need¢o sendaBW_RES,waitsarandom
number(betweerD and6) of short interframe space (SIFS)[1]
units beforetransmittingthe BW_RESmessageThisis to min-
imize collisions dueto multiple simultaneouBW_RES trans-
missionsrom neighbourghathearthesameCTSmessageThe
completeRTS-basedlatatransfersequencavith the extended
schemads depictedn Figure9.

IV. EFFECTS OF THE MODIFICATIONS

We performedsimulationswith themodifiedRTS/CTSmech-
anismfor a two-level heterogeneousetwork of 40 nodeswith
half the nodesoperatingat a transmit power level of 0.14W
and the other half at 0.56W Resultswere obtainedat differ-
ent network densitiesand for different offered loads. Owing
to spaceconstraintsgraphicalresultsfor all offeredloadsthat
were testedare not presentechere. Initially, the systemwas
configuredsuchthatthe CTS messagewould be rebroadcas?
times(sinceN < 2). Theresultsfor anaverageofferedload of
1000 pacletsper secondper nodeare shovn in Figure10 and

Figurell. Figurel0shavsthethroughpubf theheterogeneous

systemalongwith that of the homogeneouretworks operating
ateachpowerlevel. We seethatoverallsystenperformancéias
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Fig. 11. DATA transmissiorsuccessatio for extendedreserationscheme

actuallydeggradedsignificantly Thoughthe extendedRTS/CTS
mechanisnbringsaboutfairnessn the sensehatthedifference
in throughputbetweerthe high power andlow power nodesis
not ashigh, the additionalmessag®verheadprobablyexceeds
the benefitaccruedn propagatinghe CTS messagesWe also
notefrom Figure 11 thatwhile thereis no significantchangean
the DATA transmissiorsuccessate for low-power nodes,the
ratefor high-pavernodesgoesdown by about5 to 10 percent.
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Fig. 12. Heterogeneousetwork throughputcomparisongor differentresera-
tion schemegA = 1000)
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In order to reducethe overheadinvolved in sendingthe
BW_RESmessagesye considereda locationinformationsys-
tem like GPSto optimize the transmissiorof BW_RES mes-
sages.We madechangego the simulationsoftwaresothatthe
MAC layerat eachnodewasawareof the nodes position. This
position information was then incorporatednto the CTS and
BW_RESmessagesT hreeoptimizationswereperformecdbased
on the locationinformationnow containedin eachmessagén
conjunctionwith thenodes awarenes®f its own location:

« Among nodesthat overheara CTS messagenodesthat are
furtherfrom the sendeof the CTSaremorelik ely to transmita
BW_RESfirst.

« If anodethatrecevesa BW_RESmessagés alreadyasfar
from thesendeiof the CTSastherangeof thestrongeshodein
the network, it will not propagatehe BW_RESfurther evenif
themessagéasanon-zeraime-to-live.

« If anodethatrecevesaBW_RESdetermineshatthemessage
is beingpropagatetbacktowardthesendenftheCTS(i.e. if the
recever of the BW_RESis closerto the sendeiof the CTSthan
the sendenf the BW_RES),it will not propagateghe BW_RES
messagéurtherevenif themessagéasanon-zeraime-to-live.

Surprisingly we found that thesemaodificationsonly give
mauginal benefitat high densitiesand actually degradeperfor
mancefurther at low densities.We surmisethatonereasorfor
the degradationis that addinglocationinformationto the CTS
andBW_RESmessageBicreasesherespectie paclet sizesby
almostfifty percent.

We alsoconsidered scenaridn which a CTS messagerig-
inating at a low-power nodeis propagatednly onceby nodes
thathearit. Figure12 providesa comparisorof resultsfor the
variousmodificationsat saturationload. Figure 13 providesa
similar comparisorat a lighter offeredload. We notethat for
saturatiorioad,throughpufor theheterogeneousetwork keeps
worseningastheoverheadn theform of BW_RESmessagem-
creasesHowever at relatively lighter loading,throughputfor a
heterogeneousetwork in which a CTS messagés propagated
twice (i.e. 2 BW_RES)is sometimebetterthanandneverworse
thanthatfor a heterogeneousetwork in whicha CTS message
is propagatednly once. However for every modification,the
throughputis still worsethan the throughputfor the standard
protocol.

Thus the modificationsto the IEEE 802.11 protocol to ex-
tendthe reachabilityof the CTS messageby meansof flood-

ing actually degradethe performanceof the protocol. We are
consideringntelligent disseminatiormechanismsvherebythe
gainachievedin avoiding collisionsactuallyoutweighstheloss
incurredin termsof overhead.

V. CONCLUSIONS

We have shawvn, in the context of the IEEE 802.11protocol,
that heterogeneousetworks suffer significant degradationin
performancen comparisorwith homogeneougetworks. This
degradationis primarily causedoy poor mediumaccesgor the
low-powernodesn the network. It is clearthatthe MAC proto-
col hasto be changedo make mediumaccessnoreefficientin
a heterogeneousetwork. We have investigatedhe feasibility
of onesuchmechanismThis involvesextendingthe RTS/CTS
mechanisnby addinganothemmessagdype, to ensurehatthe
resenationinformationis propagate@greaterdistancghanbe-
fore. We havefoundthattheoverheadiueto theadditionalmes-
sageutweighghe potentialbenefitsof thegreatereachof the
resenation mechanismHenceothermechanismspossiblyin-
volving a differentkind of resenationschemewill needto be
investigated.
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