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Abstract—The end-user experience in viewing a video depends
on the distortion; however, also of importance is the delay
experienced by the packets of the video flow since it impacts
the timeliness of the information contained and the playback
rate at the receiver. Unfortunately, these performance metrics
are in conflict with each other in a wireless network. Packet
losses can be minimized by perfectly avoiding interference by
separating transmissions in time or frequency; however, this
decreases the rate at which transmissions occur, and this increases
delay. Relaxing the requirement for interference avoidance can
lead to packet losses and thus increase distortion, but can decrease
the delay for those packets that are delivered. In this paper,
we investigate this trade-off between distortion and delay for
video. To understand the trade-off between video quality and
packet delay, we develop an analytical framework that accounts
for characteristics of the network (e.g. interference, channel
variations) and the video content (motion level), assuming as a
basis, a simple channel access policy that provides flexibility in
managing the interference in the network. We validate our model
via extensive simulations. Surprisingly, we find that the trade-off
depends on the specific features of the video flow: it is better to
trade-off high delay for low distortion with fast motion video, but
not with slow motion video. Specifically, for an increase in PSNR
(a metric that quantifies distortion) from 20 to 25 dB, the penalty
in terms of the increase in mean delay with fast motion video is 91
times that with slow motion video. Our simulation results further
quantify the trade-offs in various scenarios.

I. INTRODUCTION

Video communications have become much more popular and
prevalent today due to two factors. First, wireless devices have
become much more sophisticated (e.g., tablets); second, there
are many video applications such as YouTube and streaming
services (e.g., Amazon Instant Video) that have become im-
mensely popular. Not only is video of interest in the commercial
world, it is also of importance in other contexts such as disaster
recovery, tactical networks, and surveillance.

The user experience with respect to a video flow depends
on the experienced distortion. The end-to-end video distortion
is affected by both the encoding process at the source and
the wireless channel induced errors and interference. Also of
importance is the packet delay experienced in transferring a
video clip; for example, a rescue operation in disaster recovery
may depend on the timely delivery of the information. The
play back at a receiver could get affected due to large delays
experienced by packets (and thus, video frames) [1].

Unfortunately, the two performance metrics viz., distortion
and packet delay are in conflict with each other. The channel
access mechanism at the link layer affects both of these perfor-
mance metrics. Among the plethora of such mechanisms, there
are those that minimize interference by dispersing transmissions
in the frequency or time domain at the cost of higher packet
delay. On the other hand, there are access mechanisms that

allow the concurrent usage of the channel by multiple transmit-
ters, to decrease packet delay at the expense of potential higher
interference. Our goal is to capture the impact of interference
management by an access mechanism on the trade-off between
packet delay and distortion in wireless multi-hop networks.

Towards this end, we consider a simple channel access
scheme (described later) that allows us to do so. Specifically,
it allows us to develop a tractable analytical framework that
computes the expected values of the video distortion and packet
delay experienced in a video flow, taking into account the
characteristics of the channel (e.g. interference) and the video
content (motion level). In brief, the scheme is characterized
by an “access probability” that represents the likelihood with
which a node transmits packets on the shared medium. In order
to be able to represent the whole gamut of channel access
mechanisms, we introduce a scalar parameter which we call
aggressiveness (α); this is used to tune the channel access
probability to the medium. A low value of α (≤ 1) corresponds
to a case with low interference wherein the nodes access the
channel in such a way as to avoid collisions; the distortion in
this case is low. However, the delay is high. If α is high, the
delay is lowered. At the same time however, the probability
of a collision and therefore of a packet loss increases, thereby
resulting in higher video distortion. We provide more details
on the channel access model later in the paper.

Our key finding in this work is that the characteristics
of the video traffic and in particular, the motion level (de-
scribed below) affects the distortion versus delay trade-off.
The characteristics of the video traffic depend on the video
content and the encoder that is used. The motion level of
a video clip can be computed through appropriate detection
algorithms; typically these algorithms classify a video clip as
a fast motion or a slow motion video. In order to capture the
effect of the motion level on the distortion vs delay trade-off,
we introduce a second parameter in our model, which we call
sensitivity (s). The sensitivity represents the robustness of the
decoder to packet losses. When a video clip is characterized
by high motion levels, the output at the encoder exhibits
high variability. Therefore, transmission induced errors have
a significant impact on the quality of the decoded signal, since
it is more difficult to compensate for the lost information. In
such cases, the robustness of the decoder to packet losses is
small and consequently the sensitivity to such losses is high.
The contrary holds for slow motion level video clips.

In summary, our contributions and key findings are:

• We develop an analytical framework to capture the trade-
off between distortion and timeliness. The framework
computes the expected values of the video distortion and
the transfer delay of a video clip while accounting for sys-
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tem parameters both at the lower link level (interference,
channel induced errors) and the application semantics
(motion levels and structure of video content).

• We demonstrate, through extensive simulations, the valid-
ity of our analytical model. We then quantify via both
analysis and simulations the distortion versus delay trade-
off for different types of video flows (fast versus slow
motion) in a variety of scenarios.

• Our key observation is that trading off high delay for low
distortion is important for fast motion video, but not for
slow motion video. We find that if the PSNR (Peak Signal
to Noise ratio) requirement for a video clip is increased
from 20dB to 25dB, the fast motion video clip suffers
from a delay increase penalty that is 91 times higher than
the penalty incurred with slow motion video. This shows
that slow motion video is able to better tolerate packet
losses than fast motion video and thus, should be handled
differently in a wireless network.

Our work in perspective: Our work demonstrates that
application semantics determine the appropriateness of specific
protocols in a wireless network. Specifically, we show that
interference has a much more significant effect on fast motion
video as compared to slow motion video. Channel access
schemes that account for this can drastically improve the perfor-
mance of video flows. One could also envision transmission of
fast motion video on congestion free paths to ensure reliability.

Our analytical framework not only provides an understanding
of the distortion versus delay trade-off for video flows, but
also provides a quick way of obtaining performance results.
Simulations on the other hand, take much longer time to provide
the same results. To the best of our knowledge, this is the first
analysis that characterizes the distortion versus delay trade-offs
for video flows in wireless networks.

Organization: In Section II we present related work. The
channel access scheme considered for our analysis is described
in Section III. Our analysis is detailed in Section IV. In
Section V we validate our analysis via simulations and discuss
the main implications of our results. We conclude in Section VI.

II. RELATED WORK

Standards like the MPEG-4 [2] and the H.264/AVC [3]
provide guidelines on how a video clip should be encoded for
transmission over a communication system. Predictive source
encoding where motion estimation and motion compensation
play important roles in the process, is very popular for video
compression. Typically, each video clip is separated into a
repetitive structure called a Group of Pictures (GOP). Each
GOP consists of I, P and B frames (B frames are optional). An
I-frame can be decoded independently of any other information
within the GOP and each of the P-frame or B-frame use the I-
frame as a reference to encode information [1]. In the following,
we assume an IPP. . .P encoding structure for each GOP.

Handling missing frames is critical for the decoder since
frame losses affect the video quality perceived by the end user.
Typically, the last decoded frame is substituted for a frame that
is lost at the receiver [1], [4]. With this method, the difference
between the substitute frame and the original (lost) frame de-
termines the error and hence, the video quality perceived by the
user. We discuss this further when we present our analysis and

articulate the relationship between the Peak-Signal-to-Noise-
Ratio or PSNR (a common metric to assess video quality) and
the distance between the missing and substitute frames.

While protocols have been designed towards trying to
achieve an optimal trade-off between video quality and delay
in wireless networks, there has not been a formal analytical
assessment of this trade-off; these protocols do not account for
video semantics. In [5], a priority-based video stream schedul-
ing algorithm which considers channel conditions, frame types
and traffic burstiness is proposed. In [6] the authors propose a
cross layer error control scheme for Fine Granularity Scalable
(FGS) video transmission in an IEEE 802.11a network; the
scheme computes the optimal combination of modulation and
the FEC rate for a video flow. In [7], a cross layer architecture
is designed for multicast streaming in wireless LANs. These
efforts have only considered single hop wireless networks and
to reiterate, have not assessed the impact of video semantics
(fast versus slow motion video) on this trade-off.

The impact of packet losses and delay on the video quality
depends on the motion level in the video clip. Video motion
detection algorithms can be used during the video encoding
process (e.g., [8]).Tools such as PhysMo [9] and AForge [10]
can also be used to determine the motion level in a video clip.

III. CHANNEL ACCESS SYSTEM MODEL

There is a trade-off between the video quality and the
timely delivery of a video clip from a source to a destination
node. Spreading parallel transmissions in the frequency or time
domain eliminates collisions and can provide the best video
quality (since the packet losses are then minimized), but may
increase the delay in transferring the video content. Many ap-
proaches have been designed towards avoiding collisions; these
include scheduled access schemes, random access schemes with
carrier sensing and exponential backoffs etc.

On the other hand, allowing concurrent transmissions, re-
duces the delay but increases packet losses due to collisions and
interference, and therefore introduce higher video distortion.
Under high load, some random access schemes exhibit this
behavior. In order to explore the space between mechanisms
that manage interference in different ways, we consider a
simple channel access scheme that is described below. With
this scheme, by tuning a parameter (aggressiveness), we are
able to roughly characterize the whole gamut of channel access
mechanisms. Importantly, the scheme allows us to characterize
the trade-off between distortion and packet delay analytically.

We consider a slotted time system, where all the nodes are
assumed to be synchronized. We set the slot duration to be
equal to the transmission time of the largest allowable packet
in the system. At the beginning of each time-slot, each node
decides on whether or not it will access the channel in that slot,
based on an access probability pa, given by:

pα = α · pr, (1)

where, pr is a reference access probability and α is the
aggressiveness. The reference probability pr is equal to the
frequency with which a node accesses the channel when a
perfect schedule is used. In such a case, based on the topology
of the network, each node accesses the channel periodically. If
this period is n (typically equal to the maximum of the sizes of
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the cliques [11] which the node belongs to, as discussed later),
then the reference probability is:

pr =
1

n
. (2)

In the simple case where the network topology is a single clique
(all nodes can directly communicate with each other), n is equal
to the clique size. In general however, a node may belong to a
plurality of cliques of different sizes. Computing a transmission
schedule for nodes that belong to cliques of different sizes is
NP-hard. A perfect schedule guarantees collision free transmis-
sions for each node at the expense of long packet delays (e.g.,
see [12]).

When α = 1, pa = pr and access is as per the reference
scheme. However, note that since the access is probabilistic,
collisions could still occur. When α > 1, a node accesses the
channel more aggressively compared to the reference scheme.
This results in smaller packet delays but also in increased
interference and a higher probability of packet collisions. For
0 < α < 1, the node accesses the channel less frequently; here,
the packet delay increases compared to the reference case but
packet collisions are avoided with high probability.

Consider a simple case where two nodes that are one hop
away belong to different cliques. Let the size of the clique that
the first node belongs to, be n1 and the size of the clique that the
second node belongs to, be n2 < n1. Here, if a perfect schedule
is implemented the first node will access channel much less
frequently as compared to the second node. Similarly with the
reference approach, the exchange of packets between these two
nodes is slowed down by the first clique, since

pr,1 =
1

n1
<

1

n2
= pr,2. (3)

Increasing the aggressiveness of the first node by setting α > 1

causes the first node to access the channel with probability

pα,1 = α · pr,1 > pr,1 (4)

This reduces the packet delay between the nodes, but possibly at
the expense of increased collisions in the first clique (depending
on the access probabilities of nodes in that clique).

Note here that pr is particular to each node i (pr,i); it
is essentially the reciprocal of the maximum of the sizes
of the cliques to which the node belongs. To compute the
reference access probabilities pr,i, maximal clique enumeration
is essential. A maximal clique is a clique in which all the
composers are connected to each other and there is no other
clique that contains this clique. There are various algorithms
that compute the maximal cliques in an undirected graph. Any
approach could be used here. In our performance evaluations
in Section V we use the well-known Bron-Kerbosch algo-
rithm [13]. Computationally less complex algorithms can be
used in practice at the cost of optimality (e.g., [14]).

Other assumptions: We do not consider retransmissions or
higher layer protocol effects to keep the analysis and the study
simple. We will consider these issues in the future work. Our
work however, does not require a node to have something
to send all the time. Nodes could also be simultaneously
forwarding multiple video streams.

IV. OUR ANALYTICAL FRAMEWORK

We develop an analytical framework to compute the expected
distortion of a video flow over a multi-hop static wireless

network in the presence of interference from other video
connections. We first compute the expected value of the Signal-
to-Interference-and-Noise-Ratio (SINR) which we use to find
the packet success rate. We then translate packet losses to video
frame losses and hence to video transmission distortion.

A. SINR Computation

Consider the communication between a pair of nodes i and
j that are one hop away. The SINR for this communication is:

SINR =
Pij

N +
∑

k∈I Pkj
, (5)

where, N is the noise power, I is the set of interfering nodes
and Psr is the received power at node r of a signal transmitted
by node s, for any pair of nodes s, r. Using the Friis propagation
loss model [15], the received power Psr can be written as:

Psr =
PsGsGr

L
·
(

λ

4π

)2

· 1

d2sr
, (6)

where Ps is the transmission power, Gs and Gr are the trans-
mission and reception gains respectively, λ is the wavelength
of the signal, dsr is the distance between the sender s and the
receiver r and L is the system loss. We assume that all nodes
use the same transmission power P , i.e. Ps = P for all s.

To compute the expected value of the SINR we assume that
R is the maximum communication range. If a uniform node
distribution is assumed, the probability density function of the
distance is given by:

fd(t) =
2t

R2
, 0 < t < R. (7)

The expected value of the SINR can then be computed as:

E
[
SINR

]
=

m∑
l=0

E
[
SINR | l interferers

] · P{l interferers}, (8)

where we assume that the number of neighbors is at most m.

The number of interferers follows a binomial distribution
with parameters m and pα:

P{l interferers} =
(m
l

)
plα (1− pα)

m−l, l = 0, 1, . . .m, (9)

where pα is given by (1). In general, the network topology
may be such that the neighbors of the receiving node belong
to cliques of different sizes, and therefore access the channel
with different probabilities. In that case, we can compute the
probability that l interferers exist, in (9), considering pmin

α and
pmax
α as the minimum and maximum values, respectively, of the

access probabilities from among the neighbors of the receiver.
Using these values for the access probability, we can determine
lower and upper bounds for the E[SINR].

Since SINR takes positive values, its conditional expected
value given the number of interferers can be computed as:

E
[
SINR | l interferers

]
=

∫ ∞
0

P{SINR > x | l interferers} dx (10)

Using (5) and (6), the conditional tail distribution of SINR can
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be written as:

P { SINR > x | l interferers
}

= P

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
1

dij

)2
N·L·(4π)2

P ·Gt·Gr·λ2 +
l∑

k=1

(
1

dkj

)2 > x | l interferers

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

=

∫ R

0
· · ·
∫ R

0︸ ︷︷ ︸
l times

P

{
dij <

(
xNL(4π)2

PGtGr · λ2
+

l∑
k=1

t−2
k

)− 1
2

| l interferers

}
· f(t1, . . . , tl) dt1 . . . dtl, (11)

where f(·, ·, . . . , ·) is the joint probability density function of
the distances from the l interferers to the destination node j.
Using (7) and assuming statistical independence between these
distances we have that:

f(t1, . . . , tl) =

l∏
k=1

2tk

R2
= t1 · · · tl ·

(
2

R2

)l

. (12)

Using (7) and (12), (11) becomes

P { SINR > x | l interferers
}

=

(
2

R2

)l+1∫ R

0
· · ·
∫ R

0︸ ︷︷ ︸
l times

∫ U(x)

0
t · t1 · · · tl dt dt1 . . . dtl, (13)

where U(x) =

(
xNL(4π)2

PGtGr·λ2 + x
l∑

k=1
t−2
k

)− 1
2

. From (10) and (13)

we have:

E
[
SINR | l interferers

]
=

(
2

R2

)l+1∫ ∞
0

∫ R

0
· · ·
∫ R

0︸ ︷︷ ︸
l times

∫ U(x)

0
t · t1 · · · tl dt dt1 . . . dtl dx. (14)

From (8), (9), and (14), we get

E
[
SINR

]
=

m∑
l=0

{(m
l

)
plα (1− pα)

m−l

×
(

2

R2

)l+1∫ ∞
0

∫ R

0
· · ·
∫ R

0︸ ︷︷ ︸
l times

∫ U(x)

0
t · t1 · · · tl dt dt1 . . . dtl dx

}
, (15)

which we solve numerically. We point out here that we have the
tail distribution for SINR, the outermost integral from 0 to ∞
converges fairly quickly i.e., as x increases P{SINR > x} → 0.

B. Packet Success Rate
To compute the packet success rate we consider the

IEEE 802.11b physical layer for high-rate (11Mbps), where
complementary code keying (CCK) is adopted. We consider
this version of the protocol since the analysis in [16], [17],
directly provides the packet success rate; note that it is easy to
incorporate other versions of 802.11 (a, g), by considering the
appropriate modulation/encoding schemes. The packet success
rate, ps, as a function of the expected value S of the SINR is:

ps(S) = [1− Pe,1(S)]
B (16)

where

Pe,1(S) = 1−
(∫ ∞
−√2S

[
2Φ
(
x+

√
2S
)
− 1
](N−1)

× exp (−x2/2)√
2π

dx

)2

. (17)

In the above, B is the length of the packet in bits, N = K/2, K

is the number of biorthogonal signals used and S = E[SINR].
Equations (16) and (17) provide a mapping from the expected
value of the SINR to the packet success rate ps.

C. Video Frame Success Rate

We map the packet success rate ps to the video frame
(referred to as simply ‘frame’) success rate Pf , which denotes
the probability a frame is successfully transmitted over one hop.
As was mentioned in Section II, we assume that each GOP has
an IPP. . .P-structure.

If n is the number of packets in each frame, then to
successfully decode a frame, (a) the first packet of that frame
needs to be successfully received, and (b) 0 ≤ s ≤ n − 1 of the
remaining n−1 packets need also be received successfully. The
success probability of a frame is given by:

Pf = ps

n−1∑
i=s

(n− 1

i

)
pis (1− ps)

n−1−i . (18)

We call the parameter s the sensitivity of the decoder to
packet losses. It is the minimum number of packets that the
decoder needs to receive without errors in order to decode the
corresponding frame correctly. As discussed in Section V, the
sensitivity is associated with the video content itself and specif-
ically with the motion level. When a video clip is characterized
by high (or fast) motion, the sensitivity s has a higher value
compared to a low (or slow) motion video. This is because
in a high motion video clip, the difference between successive
frames in the GOP structure is large and the loss of a frame
has a higher impact on the overall video quality.

In general, the I-frame is much larger than a P-frame. Thus,
the number of packets in the I and P frames differ. As a result,
the frame success probabilities for an I and a P-frame also
differ. We denote by PI the success probability of an I-frame
and by PP the corresponding success probability of a P-frame.

We have validated this model via extensive experiments using
the EvalVid tool.

D. Distortion

Let the GOP structure contain G − 1 P-frames that follow
the I-frame. We consider predictive source coding where, if
the ith frame is the first lost frame in a GOP, then the ith

frame and all its successors in the GOP are replaced by the
(i − 1)st frame at the decoder. If the I-frame of the GOP
cannot be decoded correctly, then the whole GOP is considered
unrecoverable and is ignored. In this case, these lost video
frames are replaced by the most recent frame from a previous
GOP that is correctly received. In all cases, the similarity
between the missing frames and the reference frame (substitute
frame) affects the distortion [18].

We compute the video distortion as the mean square error
of the difference between the missing frame and the substitute
frame. Initially, we focus on a one-hop transmission and then
extend our analysis for multi-hop connections. Specifically, we
have the following cases:

Case 1 – Intra-GOP distortion: The I-frame of the current
GOP is successfully received. The distortion for the current
GOP depends on which, if any, of the P-frames of the GOP
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Fig. 1: Average distortion with distance.

cannot be decoded without errors. If the first unrecoverable P-
frame is the ith frame in the GOP, the corresponding distortion
is given by [4]:

di = (G− i)
i ·G · dmin + (G− i− 1) · dmax

(G− 1) ·G , (19)

for i = 1, 2, . . . , (G − 1), where dmax is the maximum distortion
when the first frame is lost and dmin is the minimum distortion
when the last frame is lost. The values of dmax and dmin

depend on the actual video content and have to be evaluated
experimentally. The probability Pi that the ith frame is lost is

Pi = PIP
i−1
P (1− PP ), i = 1, 2, . . . , (G− 1). (20)

Using (19) and (20), the expected value of the distortion can
be computed to be:

D(1) =
G∑

i=1

di · Pi (21)

Case 2 – Inter-GOP distortion: The I-frame of the current
GOP is lost and a frame from a previous GOP is used as the
reference frame. In this case, the difference between the refer-
ence frame and the missing frames determine the distortion.

Similar to the work in [18], we expect to see the motion
characteristics of the video affecting the distortion. To capture
the dependence of the inter-GOP distortion on the motion level
of the video we perform a set of experiments and we use the
collected results to statistically describe this association.

Specifically, we select a set of video clips from [19] and cat-
egorize them into three groups according to their motion level:
low, medium and high. All video clips have 300 frames each,
with a frame rate of 30 frames per second. We use FFmpeg [20]
to convert the video clips from the initial, uncompressed YUV
format to the MP4 format. Then, we artificially create video
frame losses in order to achieve reference frame substitutions
from various distances. Finally, we use the Evalvid toolset [21]
to measure the corresponding video distortion.

In Fig. 1 the dependence of the average distortion on the
distance between the missing frame and the substitute is shown
for the three categories. In order to use these empirical results
in other experiments, we approximate the observed curves
with polynomials of degree 5 using a multinomial regression.
In particular, we define the approximate distortion D(2) as a
function of the distance d:

D(2)(d) = a5d
5 + a4d

4 + a3d
3 + a2d

2 + a1d
1 + a0d

0 (22)

and compute the coefficients a0, . . . , a5, through the regression.
Case 3 – Initial GOP: The I-frame of the current and

all previous GOPs (including the first GOP) are lost. In this
case the distortion D is maximized. If {D(1)

max, D
(2)
max, . . . , D

(‖G‖)
max },

where G is the set of all GOPs in the video clip, is the set of
the maximum distortion values in all GOPs, then

D(3) = max
k∈G

D
(k)
max. (23)

E. Single-hop Transmission
Suppose the video clip has N GOPs and each GOP consists

of an I-frame followed by G − 1 P-frames. For each GOP of
the video clip define the state Si, i = 1, 2, . . . , N such that

Si ∈ S = {0, 1, 2, . . . , (G− 1), G} . (24)

The state Si for the ith GOP indicates which is the first
unrecoverable frame in that GOP. Specifically,

Si =

⎧⎪⎪⎨
⎪⎪⎩
0, I-frame is lost,

k, kth P-frame is lost, 1 ≤ k ≤ (G− 1),

G, none of the frames is lost,

(25)

for i = 1, 2, . . . , N . The initial state for each GOP is G. The
transition probability pi(G, q) of the state Si from G to q ∈ S is

pi(G, q) =

⎧⎪⎪⎨
⎪⎪⎩
1− PI , q = 0,

PIP
k−1
P (1− PP ), q = k, 1 ≤ k ≤ (G− 1),

PIP
G−1
P , q = G,

(26)

for i = 1, 2, . . . , N .
To compute the expected value of the distortion for the

transmission of the video clip over the wireless channel we
need to consider the states of all the GOPs. We define the
vector S as

S = (S1, S2, . . . , SN ) ∈ S × S × · · · × S. (27)

The initial state of S is G = (G,G, . . . , G) and its transition
probability p(G, q) to a new state q = (q1, q2, . . . , qN ) is

p(G, q) =
N∏
i=1

pi(G, qi). (28)

The overall distortion for the video clip transmission depends
on the final state q. As was discussed earlier in Case 2, the
distortion of a GOP may depend not only on the frame losses
in that GOP but on losses in previous GOPs as well. Therefore,
if Di is the distortion of the ith GOP, it is a function of the
vector q and not only of the ith component of q. We define the
random variable D(q) as:

D(q) = (D1(q), D2(q), . . . , DN (q)) (29)

consisting of the distortions of each of the GOPs of the video
clip. Using (28) we have:

E[D] =
(
E[D1],E[D2], . . . ,E[DN ]

)
=
∑
q

p(G, q)D(q) (30)

The average distortion that corresponds to the video file is

D̄ =
1

N

N∑
i=1

E[Di]. (31)

F. Multi-hop Transmission
For the case of a multi-hop transmission we need to compute

the transition probability from the initial state G = (G,G, . . . , G)

at the source node to a final state q = (q1, q2, . . . , qN ) at the
destination node. To do this we first compute the transition
probability p

(j)
i (n,m) of the ith GOP (the likelihood that the

first unrecoverable frame is m after this hop, given that it was
n upon reaching this hop) at the jth hop along the path from
the source to the destination.

p
(j)
i (n,m) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if m > n,

1, if m = n = 0,

PIP
m
P , if m = n and n > 0,

1− PI , if m = 0 and n > 0,

PIP
m−1
P (1− PP ), if 0 < m < n,

(32)
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for i = 1, 2, . . . , N and j = 1, 2, . . . , k, where N is the total number
of GOPs and k is the number of hops along the path.

Then, the transition probability for the jth hop is :

p(j)(n,m) =

N∏
i=1

p
(j)
i (ni,mi). (33)

for n = (n1, n2, . . . , nN ) and m = (m1,m2, . . . ,mN ), where ni is
the current state of the ith GOP and mi is the next state of the
ith GOP.

For the multi-hop transmission, the transition probability
pmu(G, q) from the initial state G = (G,G, . . . , G) at the source
node to a final state q = (q1, q2, . . . , qN ) at the destination node,
is given by

pmu(G, q) =
∑

q1,q2,...qk−1

p(1)(G, q1)p
(2)(q1, q2) · · · p(k)(qk−1, q) (34)

As is the case for the single hop transmission, the overall
distortion depends on the final state q. Therefore, the average
distortion D̄ can be computed using (29), (30) and (31), where
instead of using the one-hop transition probability p(G, q) we
use the multi-hop transition probability pmu(G, q).

G. Mapping Distortion to PSNR

In all the results we present in the sequel, we use the Peak
Signal-to-Noise Ratio (PSNR) which is an objective video
quality measure [1]. The relationship between distortion and
PSNR (in dB) is given by [1]:

PSNR = 10 log10
255√

Distortion
(35)

H. Delay

For the single hop communication, where a node accesses the
channel with probability pα give by (1), the average delay of a
packet is given as the expected value of a geometric distribution
with parameter pα:

E[Delay] = time slot duration · 1

pα
. (36)

In the multi-hop case, a packet successfully received by the
destination traverses each intermediate hop. At each hop, the
delay is given by (36). Hence, the overall delay is:

E[Delay] = time slot duration ·
∑
i

1

p
(i)
α

, (37)

where p
(i)
α is the access probability at the ith hop. This can be

directly used to compute the delay incurred in transferring the
entire video clip.

Key Observations: It is evident from (37) that as pα

increases, the delay decreases. As a consequence however,
the likelihood of an increased interference (see (9)) and thus,
frame loss increases. However, for a given frame loss rate, the
distortion depends on the sensitivity (see Section IV-C). For
slow motion video, a given value of the frame loss rate results
in lower distortion than for fast motion video. Thus, for a given
distortion requirement, it is possible to achieve a lower delay
through more aggressive scheduling for slow motion video as
compared to fast motion video.

V. EVALUATIONS

In this section, we seek to quantify the trade-off between
distortion and delay. We also validate our analytical model via
extensive simulations. The analytical results take an order of
magnitude time (minutes) less than the simulation counterparts
(hours); the simulation is complicated by the presence of
both the network functions (channel access, PHY), and the
application semantics (video).

Simulation set up and metrics: We use the network simu-
lator ns-3 [22]. We modify the IEEE 802.11 module therein, to
implement our scheme. We implement a slotted-time system
to control the shared medium where each node is granted
access to the channel with probability pα = α · pr. As was
described in Section III, the reference probability pr = 1

n

where n is the maximum clique this node belongs to. In our
implementation, the network topology information is collected
when the network is set up and the Bron-Kerbosch clique
enumeration algorithm [13] is used to compute the maximal
cliques across the network.

We also use EvalVid [21], which is a popular tool-set for
evaluating the quality of video transmitted over a real or
simulated network. The tool allows us to gather performance
statistics with metrics such as the Peak-Signal-to-Noise-Ratio
(PSNR) and the Mean Opinion Score (MOS) [23]. The PSNR
metric compares the maximum possible signal energy to the
error energy. The PSNR of each frame can be mapped to the
MOS, which is quantified on a scale of five grades (from “bad”
to “excellent”). Note that the lower the PSNR and MOS, the
higher the distortion; we use these metrics since the tool we
use provides these measures directly.

For each video flow in a simulation, we produce a sequence
of files. We start with an initial video file (taken from [19]),
composed of YUV frames. Using EvalVid we transform the
YUV video to the MP4 format and then to the MPEG4 format.
To simulate how the video would be transmitted over the real
network, EvalVid provides a tool called mp4trace which
creates a log from an attempted MPEG4 video transmission
over a real network. We use this log file as an input to
our ns-3 implementation. In the end, based on the log file,
the EvalVid tool-set and the packet losses produced by the
simulation, we reconstruct the video file as it is ‘supposed
to be’ received at the destination node in a real network.
Comparing the reconstructed video with the reference video
file, we can measure the video quality degradation caused by
the transmission over the network. Finally, note that we use
the AForge tool to classify a video flow as fast or slow motion
video [10].

The video encoding parameters we use are in Table I. We
focus on three metrics: (i) the PSNR, which is an objective
quality measure, (ii) the MOS, which is a subjective quality
metric, and (iii) the delay distribution of each video flow.

An Example: First, we illustrate our approach by consider-
ing the simple network topology in Fig. 2(d). Since the topology
is known, we refine our analysis to this specific topology (use
topology specific parameters rather than estimated averages)
to compute the average values of PSNR and delay. We use
a video clip with slow motion for this experiment. There are
two maximum cliques in this network: “clique-1” of size 8 and
“clique-2” of size 5. In this scenario, there are two video traffic
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TABLE I: Video Encoding Parameters

GOP Size 15
Frame Size CIF (352× 288)

Frames per second 30
MTU 1000
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Fig. 2: Average PSNR and distribution of the end-to-end delay for a simple network topology.

flows originating in “clique-1” and one video traffic flow from
“clique-2” both destined to the same receiver. The reference
access rates of these flows are pr,1 = pr,2 = 1

8
, and pr,3 = 1

5
.

In Fig. 2 the average PSNR and the cumulative distribution of
the end-to-end packet delay is shown for each of the three video
flows for different values of the aggressiveness α. The effect
of the aggressiveness α on PSNR is shown in Figs. 2(a), 2(b)
and 2(c). As α increases, each transmitting node accesses the
channel more frequently thus increasing the number of packet
collisions and lowering the video quality. On the other hand,
this increase in α has the opposite effect on the packet delay. As
shown in Figs. 2(e), 2(f) and 2(g) the larger the value of α, the
less the delay that each packet experiences in the network. For
example, if we focus on flow-1, we notice from Fig. 2(a) that
the average PSNR is about 35dB when α = 1.0. The average
PSNR drops to 26dB when α = 5.0, i.e. the PSNR is decreased
by 26%. On the other hand, Fig. 2(e) shows that when α =

1.0, 30% of the video packets are delayed by 0.004 seconds,
while 90% of the packets are delayed by 0.004 seconds when
α increases to 5.0. If a PSNR value of 26dB is acceptable for
a specific application, the aggressiveness α can be tuned to
be equal to 5.0 to minimize the delay. However, if the video
application has strict constraints regarding the video quality, a
lower value of α can be used at the expense of larger delays.
Finally, note that the analytical results match very well with
simulation results, both for the PSNR and the delay distribution.

More general cases: Next, we consider general, randomly
generated network topologies. In all our experiments, we focus
on wireless multi-hop networks that cover a geographical area
of 800 × 400 m2. This area is separated into eight sub-areas,
each of which is of size 200 × 200 m2. In each sub-area, the
nodes are distributed according to a Poisson random field. On
the average there are 40 nodes in the network. Each node
uses our MAC protocol stack with the ns-3 implementation
of the IEEE 802.11b physical layer and the Friss propagation
model [15]. The maximum transmission range is about 150 m.
We run the experiments for 40 different random topologies and
for each video flow, we compute the average PSNR, the MOS of
each flow, and the end-to-end delay. The PSNR that is computed

is the average PSNR from among all the transmissions. The
MOS results show the percentage of flows that fall in the
five scales of MOS ratings (“Bad”, “Poor”, “Fair”, “Good”,
“Excellent”). For the delay we find the cumulative distribution
of the end-to-end delay for each flow.

Slow Motion Videos: The first set of experiments are for
transmissions of video files with slow motion levels. We
consider three different cases, where the flows consist of (i)
2 hops, (ii) 3 hops and (iii) 4 hops. We omit the results
from the 1 hop case due to space constraints; the results are
similar to that with the example described earlier. In each
case, we create flows by choosing the source-destination pairs
at random from among the nodes that satisfy in each case,
our constraint regarding the hop-count. To determine satura-
tion conditions, we increase the number of flows gradually
considering an one-hop scenario, with α = 1.0. We find here
that 10-12 concurrent transmissions are where the network
achieves its capacity with acceptable quality for each video
flow. If we consider each hop in a multi-path connection as
leading to a single transmission, the total number of concurrent
transmissions in the multi-hop case can be roughly estimated to
be hop_count×number_of_flows (is likely to be true for
the bottleneck links). Thus, to approximately reach the capacity,
we use 5 flows for the 2-hop experiments, 4 flows for the 3-hop
experiments and 3 flows for the 4-hop experiments.

First, we notice from Fig. 3 that the analytical model provides
a good estimation of the video quality and the delay in all
three cases and for the entire range of the considered values of
the aggressiveness α. Another observation is that for multi-hop
video transmissions, increasing α carefully can yield significant
delay gains if one could bear a slight decrease in PSNR. For
example, in Fig. 3(c) if we allow the average PSNR value to
drop from 24dB to 20dB (by increasing α), a large improvement
in delay is possible as shown in Fig. 3(i). When α = 1.0, only
27.7% packets are delayed by 0.01 seconds; when α = 2.0,
73.6% packets are delayed by 0.01 seconds.

In Fig. 3(d)-3(f) the percentage of flows within the five MOS
ratings for the three cases are shown. An increase in α decreases
the percentage of flows with ‘excellent’ quality. Simultaneously,
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Fig. 3: Average PSNR, delay distribution and MOS results for slow motion videos.

the percentage of flows with ‘poor’ and ‘bad’ quality increases.
Furthermore, as the path length increases, the percentage of
flows with higher quality decreases as one might expect.

As discussed in Section IV, the parameter s in (18) indicates
the sensitivity of the decoder to packet losses. When computing
the analytical results of the first set of experiments for slow
motion video transmissions, we set s to 0. Since the motion
level of the video content is low, the difference from frame
to frame inside a GOP and across the GOPs is expected to
be small. In this case, the substitution of a missing video
frame by a previously, correctly received frame incurs minimum
distortion. Therefore, the decoder is less sensitive to packet
losses as compared to fast motion video as we see next.

Fast motion videos: We repeat the same set of experiments
with fast motion video clips. The PSNR, delay and MOS results
are shown in Fig. 4. For this set of experiments we keep the
same number of concurrent flows as we had for slow motion
video transmissions, i.e. 5 flows for 2-hop, 4 flows for 3-hop,
and 3 flows for 4-hop connections.

The results in Fig. 4 again show that our analytical model
provides a good estimation of the video quality and delay for
fast motion transmissions as well. In Figs. 4(a)-4(c) we observe
that even when α is 1.0, the average PSNR value is much lower
than the average PSNR value in Figs. 3(a)-3(c). This is because
the fast motion video reconstruction is much more sensitive
to packet losses as compared to slow motion video. Also as
shown in Fig. 4(a), when α = 2.0, the average PSNR value is
as low as 15dB. If we want to keep the average PSNR value
above 20dB, we need to tune α towards smaller values for
fast motion video transmissions. With regards to the delay, the
general effect of α is similar to that with slow motion video.
Comparing the results in Figs. 4(a)-4(c), the decrease in video
quality is not as prominent with an increase of path length as
with slow motion. This is because the video distortion is already
high (approaching the maximum) and thus, the averaged PSNR
value does drop much further when the path length grows.

Figs. 4(d)-4(f) show the percentage of flows within each
category of MOS for fast motion video transmissions. We
observe that very few flows are of quality higher than “Good”.
This is again due to the sensitivity of fast motion video
decoding to packet losses. As shown in Fig. 4(e) even with

α = 1.0, half of the flows are of “fair” quality. This means that
we should tune α more conservatively.

We wish to point out here that in the case of fast motion
video content, the sensitivity of the decoder to packet losses is
higher. A substitution of a missing frame by another frame, even
from the same GOP, typically results in a significant increase
in distortion. Therefore, we set s to 8 for fast motion video.

Delay for a target PSNR : Next, we seek to estimate
the delay incurred for a target PSNR value with both slow
and fast motion video. Specifically, we seek to determine the
delay increase penalties with fast and slow motion video, for
increasing the PSNR value (decreasing distortion). We keep 10
flows in the network and tune the α to different levels, targeting
average PSNR values of 20dB and 25dB (to reflect a desired
video quality). Fig. 5(a) shows the values of α needed to reach
the targeted PSNR values for both slow and fast motion video
clips. To reach a PSNR of 20dB, we need to tune α to 1.0 for
fast motion video but can be more aggressive and set α to 3.0
for slow motion video. To achieve a PSNR value of 25dB, for
fast motion video, α should be 0.2, which is a value smaller
than 1.0. (In general, α should be tuned towards smaller values
if the video is of fast motion, since it is more sensitive to packet
losses.) Fig. 5(b) shows the average packet delays associated
with the targeted PSNR values of 20dB and 25dB for both
slow and fast motion video clips. We see that the packet delays
for slow motion video is much lower compared to that for
fast motion video. To achieve a target PSNR of 20dB, average
delays of 0.015 seconds and 0.003 seconds are incurred for fast
and slow motion video, respectively. If the target PSNR is now
increased to 25dB, the average delay increases to 0.005 seconds
for slow motion video, and a staggering 3.2 seconds for fast
motion video (increases by 99.8 %). The delay increase penalty
is 91 times higher with fast motion video as compared to slow
motion video, for achieving this PSNR increase. Thus, if one
were to tolerate a slightly lower PSNR requirement with fast
motion video, the delay could be drastically reduced. However,
this reduction is not that prominent for slow motion video.

Visual quality: Finally, from the reconstructed videos at the
receiver for both slow and a fast motion we have visually
verified that the video quality of the slow motion video is
clearly better than the fast motion video, for each considered
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Fig. 4: Average PSNR, delay distribution and MOS results for fast motion videos.
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Fig. 5: Value of α and mean delays for target PSNR.

value of α. This is consistent with the previously presented
PSNR and MOS measurements results. However, due to space
constraints we do not present snapshots of these videos.

VI. CONCLUSIONS

Given the increasing popularity of video communications
over wireless networks, we examine two key performance
metrics associated with video flows, viz., distortion and delay.
Unfortunately, these conflict with each other; one can increase
distortion at the expense of delay and vice versa. Towards
understanding the trade-off between distortion and delay we
develop an analytical framework. We validate our framework
with extensive simulation experiments. Since the sensitivities
of the decoder to packet losses with respect to fast and slow
motion video differ, we find that the motion level of a video
clip affects this trade-off. Specifically, we find that for a target
video quality, much lower delays are viable for slow-motion
video clips. Our findings can be used as a design guideline for
new protocols for networks that carry a considerable amount
of video traffic.
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