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Abstract

Adversarial attacks perturb images such that a deep
neural network produces incorrect classification results.
A promising approach to defend against adversarial at-
tacks on natural multi-object scenes is to impose a context-
consistency check, wherein, if the detected objects are not
consistent with an appropriately defined context, then an at-
tack is suspected. Stronger attacks are needed to fool such
context-aware detectors. We present the first approach for
generating context-consistent adversarial attacks that can
evade the context-consistency check of black-box object de-
tectors operating on complex, natural scenes. Unlike many
black-box attacks that perform repeated attempts and open
themselves to detection, we assume a “zero-query” setting,
where the attacker has no knowledge of the classification
decisions of the victim system. First, we derive multiple at-
tack plans that assign incorrect labels to victim objects in a
context-consistent manner. Then we design and use a novel
data structure that we call the perturbation success prob-
ability matrix, which enables us to filter the attack plans
and choose the one most likely to succeed. This final attack
plan is implemented using a perturbation-bounded adver-
sarial attack algorithm. We compare our zero-query attack
against a few-query scheme that repeatedly checks if the vic-
tim system is fooled. We also compare against state-of-the-
art context-agnostic attacks. Against a context-aware de-
fense, the fooling rate of our zero-query approach is signifi-
cantly higher than context-agnostic approaches and higher
than that achievable with up to three rounds of the few-
query scheme.

1. Introduction

Despite achieving significant performance gains on a va-
riety of vision and language tasks, deep neural networks
(DNNSs) are vulnerable to adversarial attacks [49]. One
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Figure 1. For natural scenes containing multiple objects, applying an eva-
sion attack on an individual object (e.g., crosswalk — boat) violates the
context: A boat and a stop-sign rarely occur together. A context-aware
detector can detect this attack. In this work, we perturb multiple objects in
a context-consistent way (e.g., crosswalk — boat, stop-sign — water) in
a single attempt. The combination (person, boat, water) does not violate
context and thus fools even a context-aware detector.

of the most popular adversarial approaches is the class of
perturbation-bounded evasion attacks [9, 19,35,41]. Here,
an attacker can make a model yield arbitrarily wrong classi-
fication results by adding imperceptible perturbations to the
input image. These attacks are quite practical and can be
performed at test time without needing access to the train-
ing data. The vast majority of work in this area has focused
on attacking classifiers trained on datasets like ImageNet,
MNIST, CIFAR-10, and CIFAR-100, where the classifier
attempts to recognize one dominant object in a given im-
age. In contrast, we are primarily concerned with object
detectors [24,29,39,42,44] that localize and recognize mul-
tiple objects in an image, which is the case in most natural
images. Such detectors often take a holistic view of an im-
age, rather than considering it as a collection of arbitrary
objects [55,57]. The objects in natural scene images form
a context that can help identify the scene or given the scene
we are likely to find the objects that conform to the scene
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context. For instance, a boat is unlikely to co-occur with
a stop sign, and much more likely to co-occur with wa-
ter. Leveraging this observation, some recent attack [7] and
defense [28, 62] mechanisms have been proposed that take
image context into account. Context-aware defense meth-
ods in [28, 62] can detect attacks that are inconsistent with
the scene context, as shown in Figure 1. To evade these
defenses, changing one object in the image is insufficient.
The context-aware attack method in [7] uses the knowledge
of co-occurrence between different object classes in com-
plex images to generate a sequence of transferable attacks
for black-box object detectors; however, this method needs
a few queries to test which attack plan is successful. We
present, for the first time, a zero-query attack algorithm
that changes multiple objects simultaneously in a context-
consistent manner thereby creating a holistic adversarial
scene that can overcome context-aware defenses.

In this work, we consider “zero-query” attacks (ZQA)
that refer to a setting in which the attacker has no feedback
channel to access the classification decisions of the victim
system. This setting is extremely useful in practice because
in many applications the victim system is inaccessible to
the attacker; even if the victim system is accessible, the at-
tacker’s communications can be monitored, and thus draw
suspicion. ZQA, on the other hand, is a truly stealthy attack.
The attacker can only implement an attack plan once by per-
turbing multiple objects in a given scene and submitting the
perturbed image to the victim system. Furthermore, we as-
sume that the victim system is explicitly context-aware; that
is, it will examine the list of detected objects and determine
whether that list is “context-consistent” or not. If yes, then
the detector will not suspect an attack. If not, it will sus-
pect that the image has been perturbed by an attacker. Our
ZQA approach is able to subvert more sophisticated multi-
label object detectors that either implicitly or explicitly take
context relationships across objects into account while per-
forming their inference. In fact, accounting for context is
what makes it possible to achieve high success rates in a
single attempt.

Several approaches exist for scene context modeling [2,

,22,38,50]. In this paper, we restrict our attention to
object co-occurrence, which is the most fundamental ap-
proach to modeling semantic context. The context model is
represented by a co-occurrence graph (or equivalently the
co-occurrence matrix) that is computed for a given set of
images. We consider a list of objects as context-consistent
only if the corresponding labels form a fully connected sub-
graph within the co-occurrence graph.

The main contributions of this paper are as follows.

e We develop an architecture for designing attacks on
multi-object scenes that fool context-aware object detec-
tors. Our detectors explicitly use object co-occurrence to
model scene context.

e We propose an approach for zero-query context-aware at-
tacks that generate adversarial scenes to fool a context-
aware detector in a single step.

e We introduce the concept of a perturbation success prob-
ability matrix (PSPM) that models the probability of suc-
cessfully perturbing a given target object to a given vic-
tim object in the white box setting. We use the PSPM
to refine our attack plans, essentially choosing the one
which is most likely to succeed. We show that the PSPM-
guided attacks improve the fooling rate even in a black-
box setting.

e We show experimentally that the fooling rate of ZQA
is significantly higher than that achieved by a context-
agnostic black-box attack. Furthermore, we compare our
results against a possible “few-query” strategy [7] that
repeatedly enhances the attack plan, while observing the
detector output, until the detector is fooled. For the Pas-
cal VOC dataset [18], the ZQA attacks provide fooling
rates comparable to 5-query and 3-query attacks in the
white-box and black-box settings, respectively.

2. Background and Preliminaries
2.1. Context in Object Detection

The role of context in improving visual recognition tasks
has been well studied [37,46,61]. The state-of-the-art ob-
ject detectors locate and detect several objects in the scene
based on holistic information in the image [42,44]. Many of
these methods explicitly utilize context information to im-
prove the performance of object detectors [3-5, 14,34,52].
Co-occurrence-based contextual information derived from
image pixels [28], object labels [7], and language mod-
els [62] have also been used to build a context-aware ob-
ject detector. Different from the above contributions, to the
best of our knowledge, this is the first paper that proposes a
context-aware attack to fool a context-aware detector with
Zero queries.

2.2. Black-Box Attacks

In a black-box attack, the attacker has no access to the
internal parameters of the model; thus, instead of generat-
ing the perturbed image by backpropagation, the attacker
can only test a perturbed image on the victim model. In
some cases, the attacker can observe the output but in many
cases even that is not possible [27]. This renders query-
based attacks inapplicable, which usually take an over-
whelmingly large number (often hundreds or thousands) of
queries [0, 11, 13,20,25,53]. In this paper, we explore the
most stringent case where no model queries are allowed.
Such attacks will be extremely hard to detect, free from
suspicion of repeated queries, and thus will be a more vi-
able option for subversion. Several papers [16,26,33,41]
have examined the phenomenon of transfer attacks where
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the adversarial examples generated using a surrogate net-
work can fool a black-box victim network. A large body
of work exists on designing (perturbation-bounded) eva-
sion attacks for images containing one predominant object
and evaluating how well they transfer in a black-box set-
ting [8, 10, 19,40, 48]. In this work, our goal is to fool
object detectors for general scenes. This is considered a
harder problem because of the need to perturb multiple ob-
jects [55,57]. This difficulty is exacerbated by the need
to preserve contextual consistency during the attack [28].
A “few-query” strategy for context-aware attacks was pro-
posed in [7] that repeatedly enhances the attack plan, while
observing the detector output, until the detector is fooled.
Our goal in this paper is to develop context-aware attacks
with zero queries.

2.3. Attacks against Object Detectors

Attacking object detectors is harder than attacking clas-
sifiers, since the attack must obfuscate the category as well
as the location of one or more objects [55,57]. Object detec-
tors [42,44] implicitly use contextual information — for in-
stance, relationships between object pixels and background
pixels — to increase the speed of inference. Researchers
have exploited this fact by developing various kinds of ad-
versarial patches [23,32,45] which do not overlap with the
victim objects, but can still fool the detectors. Some other
attacks [15, 54,57, 63], perturbing the image globally, are
also successful in fooling object detectors in a white-box
setting. A recently proposed method has demonstrated the
ability to transfer attack black-box object detectors by ex-
ploiting context information, but the victim models do not
explicitly check for context-consistency and also the attack
needs multiple queries [7].

2.4. Defense methods

Some representative defense mechanisms [43] for miti-
gating adversarial attacks include enhancing adversarial ro-
bustness of the model intrinsically through adversarial train-
ing [1,35,51] or strengthening model architectures [31,58];
and destroy adversary externally through input transforma-
tion [21, 56] or denoising [36,47,60]. These defenses are
context-agnostic. Some recent papers consider context-
aware object detectors operating on natural multi-object
scenes [28, 62]. Although these works use different no-
tions of context from our work, they confirm that attacking
a context-aware detector is more difficult.

3. Context-Aware Zero-Query Attacks

We describe ZQA for natural scenes. A high-level di-
agram of zero-query context-aware black-box attacks is
shown in Figure 2. We first present a high-level descrip-
tion and later elaborate on the building blocks. The at-
tacker determines a list of objects detected in the scene and

uses the co-occurrence-based context model to derive sev-
eral context-aware attack plans that perturb one or more tar-
get objects to their respective victim labels. Then, given the
perturbation budget, the attacker refines the list using a pre-
computed PSPM, which we will discuss in detail later. The
result is an attack plan that consists of a list of (victim label,
target label) pairs that are most likely to succeed in fooling
the victim object detector. The attacker then uses an evasion
attack algorithm to generate the perturbed scene according
to the refined attack plan. The perturbed image is sent to a
black-box classification / detection machine equipped with
an explicit context-consistency detection mechanism. The
attack is considered successful only if the victim object is
successfully perturbed to the target label and the victim
system’s object detector does not find any context incon-
sistency in its list of detected objects. We now describe the
building blocks of the attack in detail.

3.1. Context Model

The context model is used by the attacker and the vic-
tim system’s object detector to determine whether a given
list of objects is context-consistent or not. Let us first de-
fine what is considered as context-consistent and what is
context-inconsistent. Intuitively, combinations of objects
detected in natural images from the training data should be
considered as context-consistent, since these objects appear
together in such scenes. On the other hand, combinations of
objects should be considered as context-inconsistent if some
of the objects have never appeared together in the training
data. Thus, object co-occurrence is a fundamental cue in
determining context-consistency.

Co-occurrence matrix/graph. We build a matrix, called
the co-occurrence matrix G, to model the co-occurrence
relationships between objects as follows. Given a training
data set with NV labels and a label set N' = {¢1,...,¢n}, a
co-occurrence matrix G is an N x N matrix whose entries
G (i, j) represent the number of unique pairs of objects with
labels ¢;,¢; € N appearing together in the images. This
matrix is symmetric before normalization. After normaliz-
ing each entry in G with the sum of elements in its row,
we obtain G, where G (i, j) indicates the conditional prob-
ability p;|; which is the probability of observing label £; if
label /; is observed. In general, G is not symmetric. An
example of G for the Pascal VOC Dataset is illustrated in
Figure 3. The co-occurrence matrix can also be interpreted
as a context graph (which we will also denote by G) with IV
nodes, where the weight of the edge between nodes ¢ and j
represents the number of times that those two labels appear
together in the training data.

Context consistency. If two nodes in a context graph
do not have an edge connecting them, then these two la-
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Figure 2. High-level diagram of zero-query context-aware black-box attacks. Given a victim image to be attacked, the attacker first finds a list of detected
objects in the image and then consults the semantic context associated with the detector to design a context-aware attack plan that perturbs a victim object to a
target label. To improve attack success rate, the attacker checks the PSPM corresponding to the perturbation machine with a certain perturbation budget € and
refines the original attack plan. With the refined attack plan, the attacker perturbs the image within bound €, using the perturbation machine. The attacker’s
action is now complete. The perturbed image is then sent to a black-box classification / detection machine equipped with an explicit context-consistency
detection mechanism. The attack is considered successful only if the victim object is successfully perturbed to the target object and the context-inconsistency

detector does not find any inconsistency in the list of all detected objects.

aeroplane
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Figure 3. Co-occurrence matrix (conditional probability form) for the Pas-
cal VOCO7 training data set. Each cell indicates the probability as a quan-
tized integer percentage (%).

bels never appear together in an image. Using this no-
tion of co-occurrence-based context, we can define context-
consistency and context-inconsistency as follows. A list of
objects is considered as context-consistent if all the nodes
representing the labels of those objects form a fully con-
nected subgraph of the context graph G. All the natural im-
ages in the data set satisfy this condition. A list of objects
is considered as context-inconsistent if there are at least two
nodes, representing the labels of two objects, that do not

have an edge between them in the context graph.

Generalized context-consistency. Suppose we threshold
the entries of G to obtain a matrix H,,, where H, (i, ) =
G(i,j) if G(¢,5) > n, for some threshold 1. Otherwise
H,,(i,5) = 0. Build a context graph using H,,, which we
will also denote by the same symbol H,. Then the co-
occurrence based notion of context consistency can be read-
ily generalized as follows. A list of objects is considered as
context-consistent up to a threshold 7 if all the nodes rep-
resenting the labels of those objects form a fully connected
subgraph of the context graph H,,. Generalized context-
inconsistency is defined similarly.

We describe the notion of context consistency for a list of
object labels in Figure 1. Let us take a clean image contain-
ing three objects as an example. Suppose we have a person,
a crosswalk and a stop-sign in the image as indicated by the
dark blue nodes. These three nodes form a fully connected
subgraph indicating that these three objects are context con-
sistent. Suppose we want to perturb the crosswalk in the im-
age to a boat. An example of a context-inconsistent attack
involves just perturbing the victim object (crosswalk) to the
target label (boat denoted as a red node). The perturbed
object list (person, boat, stop-sign) is no longer context-
consistent because these three nodes of boat, person and
stop-sign do not form a fully connected graph, indicating
that the combination never appears in the training data. In-
tuitively, it would be unlikely to see a boat with a stop-sign
in the natural images. An example of a context-consistent
attack is to perturb the crosswalk to a boat but also perturb
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the stop-sign to water. That combination (person, water,
boat) does appear in the training data, as seen from the fact
that the label nodes form a fully connected sub-graph.

3.2. Perturbation Success Probability Matrix

Perturbation Success Probability Matrix (PSPM) is an
N x N matrix denoted as M¢ ., that is defined for an
ensemble of classification models C, perturbation budget €,
and an object perturbation algorithm ««. PSPM is defined for
a specific training data set with labels N' = {{1,...,{x}.
Mec.c (%, j) encodes the probability that an object with la-
bel ¢; can be successfully perturbed to label £; by the per-
turbation algorithm « using the perturbation budget e.

The PSPM expresses an attacker’s ability to perturb in-
dividual objects in a scene. The utility of the PSPM can be
explained as follows. Suppose the list of objects in the given
sceneis A = {Ay,..., Ag}. Suppose the list A is perturbed
to a list B using an evasion attack algorithm « with pertur-
bation budget €. A context-agnostic attack would choose the
labels in B at random from the label set V. A context-aware
attack would make sure that the labels in B are context-
consistent as determined by the co-occurrence matrix G.
Then, there are in general one or more possible perturba-
tion assignments A — B that are context-consistent. De-
pending upon the training set (e.g., the presence of objects
in different poses, sizes, illuminations) some object pertur-
bations, A; — B;, are likely to be more successful than
others, even in a white-box setting. Thus, each perturbation
assignment A — B suggested by an examination of the co-
occurrence matrix has a different likelihood of success. The
PSPM enables us to select the assignment that is most likely
to succeed. An example of a PSPM for the Pascal VOCO07
dataset is shown in Figure 4.

Some ways to choose an assignment amongst many as-
signments permitted by the co-occurrence matrix include

1. Choose the assignment A — B3 that maximizes each
Mecc.o(i,7) withie A, j e B.

2. Choose the assignment A — /3 that maximizes the
average of all Mc . o (4, j) withie A, j € B.

3. Choose the assignment .4 — B that maximizes the
minimum of all M¢ . (4, j) withi € A, j € B.

For simplicity, we use the first approach in the ensuing
development. Admittedly, the PSPM considers the success
of perturbing some A; € Ato B; € B in a white-box set-
ting; that is, for one or more classification models specified
in the given ensemble C. In a black-box setting, the attacker
does not know which model is being used at the victim side.
Thus, attack plans based on the PSPM are, at best, approxi-
mations. We hypothesize that these approximations are still
better than choosing, at random, one of many possible as-
signments A — B suggested by the co-occurrence matrix.
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Figure 4. PSPM of Pascal VOCO7 data set for C = {“Faster R-CNN"},
e = 10, a = {“PGD”}. Each cell indicates the probability as a quantized
integer percentage (%).

Our experiments, described in Section 4, indicate that re-
fining the attack plan using the PSPM indeed improves the
fooling rate compared to choosing an attack plan at random
from the context-consistent candidate attacks suggested by
the co-occurrence matrix.

3.3. Context-Consistent Attack Plan Generation

We now describe the zero-query method for deriving
context-consistent attack plans using the co-occurrence ma-
trix G and the PSPM matrix Mc¢ .. The overall proce-
dure is described in Algorithm 1. We assume that there is a
desired target assignment for one object in the scene (e.g.,
change one of the horses to a bicycle). As discussed, just
perturbing one object can result in a context-inconsistent
list of objects in the perturbed scene. Thus, other objects
in the scene may need to be perturbed so that the resulting
list is context-consistent. The procedure described below
ensures not only the attack plan is context-consistent, but it
is also the plan that is most likely to succeed in a white-box
setting. As we mentioned earlier, for a black-box setting
this plan may not always be the most likely to succeed. Ex-
perimentally, we found that the attack plan guided by PSPM
also increases the fooling rate for black-box models.

3.4. Implementation of Attack Plan

To generate the adversarial scene, evasion attacks can be
implemented using a single or multiple surrogate model(s).
Our attack generation method with a single surrogate de-
tector is based on projected gradient descent (PGD) [35]
within a ¢, ball, which can be considered as a powerful
multi-step variant of FGSM [19]. We initialize a zero per-
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Algorithm 1 Zero-Query Context-Consistent Attack Plan

Inputs: A list of objects in the scene A = {A4; =
by, Ag, ..., Ag} where S denotes the total number of ob-
jects in the scene, the desired target assignment consisting
of (victim label ¢, € A, target label ¢;) pair for one object,
co-occurrence matrix G computed over the training data,
co-occurrence threshold 7, perturbation budget €, pertur-
bation success probability matrix M¢ . . generated in ad-
vance from the training data.

Output: Attack plan B that is context-consistent with G
and most likely to succeed in a white-box setting.
Initialization: B = {/;}

Procedure:
1. Obtain a set of labels that co-occur with ¢;, denoted as
T < N such that G(j,¢) > nforall ¢; € T.

2. Set running counter k = 2.
3. While & < S, compute

0* = argmax Mc,c o(a,b), (1)
ZbET

where a is the index of label A,
B B|
k—k+1

turbation 6° = 0, and update it in each iteration as
6 = s (6" — A sgn(VsL(z + 6", y))), (2)

where L is the loss function, x € R? is the input image
and y is the target label. We generate the desired output y
based on our attack plan, which includes object categories,
locations, and confidence scores. We take a step size A at
each iteration ¢, and project (clip) ILs the perturbation ¢ to
the feasible set S which satisfies the following two criteria

[6%]0 <e,
3
{ z + 6 € [0,255]. ©)

We use PGD for its simplicity in our experiments, but we
can easily modify our method to use other (more advanced)
perturbation methods such as MIM [16] and DIM [59] etc.
without losing generalizability.

4. Experiments

We performed extensive experiments on two large-scale
object detection datasets to evaluate the proposed context-
aware zero-query attack strategy. We construct a query-
based baseline scheme and evaluate the fooling rate of our
proposed zero-query approach against it.

Datasets: We conduct our experiments using images from
both PASCAL VOC [18] and MS COCO [30] datasets.
VOC contains 20 common classes of objects, and COCO
contains 80 classes which is a super-set of the cate-
gories in VOC. We randomly selected 500 images from
voc2007test and coco2017val respectively, which
contain multiple (2 — 6) objects. This manuscript contains
results for various models on the voc2007test. The re-
sults for the coco2017val are in the supplementary.

Attack models: To mimic a realistic black-box setting,
we pick a variety of object detectors, including two-stage
detectors: Faster RCNN [44] and Libra R-CNN [39]; one-
stage detector: RetinaNet [29]; and anchor-free detector:
FoveaBox [24]. We use implementations of the afore-
mentioned models from the MMDetection [12] code
repository. The models in MMDetection are trained on
coco2017train; therefore, while testing the detectors
on VOC images, we only return the object labels available
in VOC. The models under such adaptation still get good
detection performance, as shown in Table 1.

Table 1. Mean average precision (mAP) at IOU (intersection over union)
threshold 0.5 of different detectors used in our experiments. Models are
evaluated on VOCO7 test set. Legend: Faster R-CNN (FRCNN), Reti-
naNet (Retina), Libra R-CNN (Libra), FoveaBox (Fovea).

Model FRCNN  Retina Libra
mAP@.50 7830% 78.51% 79.01%

Fovea
77.68%

Zero-Query attacks (ZQA and ZQA-PSPM): We eval-
uate two variants of our zero-query attack. The first vari-
ant (ZQA) ensures that the attack plan is chosen at random
from the available set of context-consistent attacks and is
determined using Equation (4). The second variant (ZQA-
PSPM) generates a context-consistent attack plan based on
the PSPM matrix that was pre-computed for the given clas-
sification model, perturbation budget and evasion attack al-
gorithm. See Equation (1). ZQA-PSPM is the key contri-
bution of this paper, and our results demonstrate that that
ZQA-PSPM provides better fooling success rate compared
to ZQA and baselines.

Baselines and comparisons: We compare the ZQA and
ZQA-PSPM schemes against two relevant baselines. The
first is the context-agnostic zero-query attack, which we
call “Context-Agnostic”. In this attack, the attack plan
that drives the scene perturbation is chosen randomly (i.e.,
without explicitly enforcing co-occurrence-based context).
This means that some attack plans in the Context-Agnostic
scheme may be context-consistent by accident, while oth-
ers are context-inconsistent. Comparison against Context-
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Agnostic is performed with the aim of investigating the ben-
efits of exploiting context while designing the attack plan.

We also compare with a second, more powerful base-
line, which we refer to as the “Few-Query” approach [7]. In
this scheme, the attacker is equipped with the co-occurrence
matrix G but doesn’t have the PSPM matrix. More im-
portantly, the few-query attacker can query the victim sys-
tem to find out whether the attack succeeded. Because
of this, they don’t need to perturb all the objects in the
scene in one step. The few-query attacker proceeds as de-
scribed in Algorithm 2. The few-query attack is denoted
as “Few-Query ¢” in Table 2 and Table 3 where ¢ is the
number of previous queries that the current attack is built
on, g € {0,1,2,3,4,5}, thus “Few-Query 0” is identical to
ZQA in terms of queries.

Algorithm 2 Few-Query Context-Consistent Attack Plans

Inputs: Same as the inputs to Algorithm 1 but with no
PSPM matrix, number of victim system queries allowed
q < S where S is the number of objects in the scene.

Output: A sequence of attack plans Dy, consistent with G,
where k = 1,2,...,q.

Initialization: D; = {/;}

Procedure:

1. Obtain the label set 7 < N such that G(j,t) > n for
all éj eT.

2. Set running counter k = 2.

3. While k& < ¢, compute
™ U

:Dk<—:/>k_1UZ
kek+1

> uniformly sample from 7 (4)

The attacker implements D; and queries the victim system.
If the attack succeeded, they stop; else, they implement Dy
and query the victim system, and so on, until the attack suc-
ceeds.

Attack generation: We use the PGD-based method to
generate a perturbation on the whole image (as discussed in
Equation (2)). We experiment with L, perturbation budget
e € {10, 20, 30,40, 50}. The step size A = 2, and maximum
number of iterations is 50. We observe that when an object
is very close to or overlaps with the victim object, perturb-
ing that object to any label different from the victim’s tar-
get label reduces the success rate; thus, we map all objects
whose regions have IOU > 0.3 with the victim object to the
victim’s target label.

Evaluation metrics: We use the metric ‘“context-
consistent attack success rate” (or fooling rate) to evaluate
the attack performance on a victim object detector. For an
attack to be regarded as a successful context-consistent at-
tack, it must (1) successfully perturb the victim object to
the target label, and (2) pass the context-consistency check
described in Figure 1. We define the fooling rate as the per-
centage of the number of test cases for which the above two
conditions are satisfied.

Comparing zero-query attacks with few-query attacks:
The fooling rates of the few-query attacks with different
numbers of queries (Few-Query 0 to Few-Query 5) and the
zero-query attack under white-box and black-box settings
at different perturbation budgets are shown in Table 2 and
Table 3. The settings for both tables are detailed in the cap-
tions. The fooling rates for the few-query attacks are cumu-
lative; that is, the values reported for few-query-k accounts
for successful attacks with 0, 1, ..., k queries.

We observe that ZQA can achieve higher fooling rates
than the few-query attack for up to 4 queries in the white-
box setting and up to 2 queries in the black-box setting.
When PSPM is used to refine the zero-query attack plan
(ZQA-PSPM), the fooling rate increases, outperforming up
to 5 queries of the few-query attack in the white-box setting
and up to 3 queries in the black-box setting. These results
are consistent across several detector models tested. As e re-
duces, the perturbation is not always enough to carry out the
evasion attacks, and thus the fooling rates fall from ¢ = 50
to e = 10.

The results clearly demonstrate the advantage of simulta-
neous context-aware perturbation of all objects in the scene.
In many cases, using the PSPM to refine the context-aware
attack further improves the fooling rate. While the few-
query approach eventually outperforms the ZQA attack, re-
call that the former requires the attacker to communicate
with the detector, which is either not always possible, or
might expose the attacker.

5. Discussion

Limitations and Future Work: We have assumed that
the data distribution at the victim system is known. We also
assume that the context is consistent across surrogate and
victim systems. In practice, this is rarely the case. The
attacker and the victim system may have different data dis-
tributions, overlapping but non-identical label sets, and thus
similar but non-identical context models. A useful avenue
for future work is to introduce controlled discrepancies be-
tween the distributions, context models, and label sets and
examine their effect on the fooling rate of the ZQA attack.
While co-occurrence is a fundamental notion of context,
it does not capture key properties such as relative size and
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Table 2. Fooling rates (%) of different attack strategies under different Lo, perturbation < € € {50, 40, 30,20, 10}. We compare ZQA and ZQA-PSPM
with Context-Agnostic ZQA, and Few-Query attacks where feedback from blackbox (BB) models is allowed. The white-box (WB) is Faster R-CNN
and three black-box models (BB1, BB2, BB3) are RetinaNet, Libra R-CNN and FoveaBox respectively. Fooling rate is counted as the percentage of
attacks where victim is perturbed to a target label and all detected labels satisfy context consistency. Tested on 500 images from VOC 2007 test set which
contain multiple (2-6) objects. Shaded cell indicates up to which few-query step, ZQA or ZQA-PSPM has better performance than few-query attack.

Lighter shades are for ZQA, and darker shades are for ZQA-PSPM.

Method € =150 e =40 e=30 =20 e=10
WB BBl BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3
Context-Agnostic | 34.0 29.0 30.0 254 368 262 300 296 354 274 312 278 352 244 308 276 304 138 156 178
ZQA 90.0 46.6 522 540 92.0 480 550 51.8 916 460 570 522 874 396 504 51.0 652 21.0 238 242
ZQA-PSPM 92.6 51.2 61.6 56.8 92.0 51.8 554 544 93.0 492 572 54.0 882 44.0 514 534 70.6 232 274 282
Few-Query 0 60.0 29.8 298 348 642 346 342 398 662 342 350 378 612 292 308 358 482 148 140 202
Few-Query 1 644 358 404 43.0 68.0 41.0 442 494 696 418 452 476 682 360 402 434 584 21.6 238 278
Few-Query 2 77.6 48.0 562 59.0 80.0 50.0 526 572 784 47.0 542 546 77.6 438 500 49.8 704 270 29.6 342
Few-Query 3 86.8 554 650 658 89.6 554 586 620 862 548 620 612 864 496 572 554 770 314 340 398
Few-Query 4 916 60.0 71.8 694 952 614 638 660 912 580 682 672 89.6 532 606 59.8 814 342 378 432
Few-Query 5 950 61.8 750 734 972 628 680 694 962 612 710 706 93.0 566 652 634 852 358 402 462
Table 3. Follow the setting in Table 2 but use Libra R-CNN as WB and use Faster R-CNN, RetinaNet and FoveaBox as BB1, BB2, BB3 respectively.
Fooling rates (%) of different attack strategies under different L, perturbation < € € {50, 40, 30, 20, 10} are as follows.
Method € =50 e =40 e =30 e =20 e=10
WB BB1 BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3 WB BBl BB2 BB3
Context-Agnostic | 30.6 262 182 214 346 294 242 244 348 288 204 234 376 248 168 194 292 158 102 13.0
ZQA 904 478 330 434 918 484 322 400 88.6 486 330 418 86.6 394 256 350 0644 238 134 216
ZQA-PSPM 922 51.0 342 450 924 528 344 440 928 488 352 420 862 428 272 37.6 672 254 148 234
Few-Query 0 63.0 356 258 340 642 370 270 322 632 370 252 33.0 622 332 232 322 440 19.0 11.0 19.6
Few-Query 1 66.8 43.6 324 410 682 43.6 324 392 678 438 320 394 680 428 288 382 586 280 17.8 274
Few-Query 2 774 518 382 478 768 514 376 472 782 514 374 456 766 474 332 430 676 338 214 330
Few-Query 3 87.8 57.8 450 552 874 594 430 540 854 564 428 504 858 53.0 368 502 754 364 240 346
Few-Query 4 934 61.0 474 594 934 636 470 588 914 606 454 558 924 574 398 540 80.8 402 258 376
Few-Query 5 96.8 64.8 496 61.8 97.0 67.0 49.6 610 958 632 470 580 952 59.6 418 57.0 846 41.6 272 39.6

location of the objects or the relationship between the ob-
ject and the background. Extending the ZQA attack to more
sophisticated context models is a topic for future research.
Furthermore, evaluating the ZQA in situations where the
attacker uses a different notion of context than the victim

and to develop increasingly sophisticated context models.

6. Conclusions

system —e.g., attacker uses semantic context, detector uses
context learned from pixels — would help researchers under-
stand the broader applicability of this work.

Another limitation is that it is expensive to precompute
the PSPM. Unlike the context graph, which only depends
on the dataset, PSPM is a function of the dataset, attack
model and perturbation level. We need to measure the attack
success rate for each surrogate model at each perturbation
level, and for all possible perturbations of a given object.

Potential negative societal impact and mitigation: This
paper, as any other work that investigates an attack method,
may be used maliciously to generate attacks against victim
systems. Our goal with this work is to reduce technical sur-
prise, and to fuel the development of defenses against pow-
erful attacks. This work already makes the case for using a
context-aware detector to thwart simple attacks. To thwart
ZQA attacks described in this paper, the detector can at-
tempt to constantly update its training data and label sets,

In this paper, we craft a novel zero-query attack by ex-
ploiting “a context graph” that captures co-occurrence rela-
tions of objects in a natural image. Against context-aware
detectors, the fooling rate is significantly higher than that
achieved by a context-agnostic attack. Unlike prior query-
based attacks, our attack is extremely hard to detect since it
hinges on using a single attempt. It achieves fairly good
fooling rates by choosing an attack plan (i.e., perturbing
multiple objects simultaneously to ensure context consis-
tency) which is likely to succeed. The key innovation is a
PSPM that provides this information offline. We observe
that the use of PSPM not only boosts fooling rates in white-
box settings, but also carries over to the black-box setting
(i.e., when the detector model is different from that of the
attacker) consistently for different attacker-defender pairs.

Acknowledgments. This material is based upon work sup-
ported by the Defense Advanced Research Projects Agency
(DARPA) under agreement number HR00112090096. Ap-
proved for public release; distribution is unlimited.
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