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ABSTRACT uses 40 MHz channels with 108 OFDM subcarriers when

Channel Bonding (CB) combines two adjacent frequency CB i_s activated (as compared to 20 MHz bands with 52 sub-
bands to form a new, wider band to facilitate high data rate C&/T€rs)- .
transmissions in MIMO-based 802.11n networks. However, _ 1N€ use of CB however, has associated caveats. Commu-

the use of a wider band with CB can exacerbate interfer- Nication links utilizing 40MHz channels project increased

ence effects. Furthermore, CB does not always provide ben-interference on other links and this can r]egatively impaet t
efits in interference-free settings, and can even degrade pe t0tal network throughput [2], [3]. One might expect that CB
formance in some cases. We conduct an in-depth, experi-WOU|d yield significantly higher throughputs in interfeoen
mental study to understand the implications of CB. Based free settings. However, thethroyghqu performance with CB
on this study we design an auto-configuration framework, &N b€ even worse than that with a single 20 MHz channel

ACORN, for enterprise 802.11n WLANs. ACORN inte- 'Mmanycases. = . .

grates the functions of user association and channel allo-_ Channel bonding in interference-free settings:With a
cation, since our study reveals that they are tightly cadiple f|xed transmission powet), ther_e is abouta 3d.B decrease
when CB is used. We show that the channel allocation prob- in the 5|gnal power per subcarrier when CB is employed.
lem with the constraints of CB is NP-complete. Thus, ACORNTNUS for a fixedr;, the Bit Error Rate (BER) and the Packet
uses an algorithm that provides a worst case approximationE"r Rate (PER) with CB is always greater than or equal
ratio ofO(ALH), with A being the maximum node degree to that Wl_thout C_ZB. As a conseql‘J‘ence, the througbput ob-
in the network. We implement ACORN on our 802.11n served W|tr11 CB is almost always “less than double” of that
testbed. Our experiments show that ACORN (i) outperforms Without CB". Second, the use of a larger number of OFDM

previous approaches that are agnostic to CB constraints; jtSuPcarriers increases the likelihood of experiencingrerro
provides per-AP throughput gains from 1.5x to 6x and (ii) in We find that links of poor quality are the ones that are most

practice, its channel allocation module achieves an approx aiected by these factors; the performance on such links wit
mation ratio much better tha\( CB is worse than without CB. In fact, as discussed later, the

existence of a single poor client in a cell that uses a wider
band can degrade the long term throughput of the entire cell
1. INTRODUCTION (due to the 802.11 performance anomaly [4]). Note fhat
802.11n is based on the use of MIMO technology and cannot be increased beyond a specified maximum value; this
promises drastically improved throughputs as compared tovalue is the same for both 20 and 40 MHz channels (from the
legacy 802.11 systems (a/b/g). In order to achieve high datag02.11n specs [1]). In addition, increasifig may project
rates ¢ 100 Mbps), 802.11n [1] supports a feature called additional interference on other links.
channel bonding (CB). With CB, two adjacent channels can  Channel bonding and interference:The use of CB projects
be combined to form a new, wider frequency band; this is ex- interference over a larger spectral bandwidth (40 MHz as op-
pected to support transmissions at higher bit rates. 802.11 posed to 20 MHz). Thus, the wider channels will have to be
carefully assigned to cells in an enterprise WLAN. More-
over, note that due to the 3 dB reduction in the per-carrier

1
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ciation. As discussed above, the existence of poor links im- legacy protocol family. In addition, they provide insiglots

pacts the performance of CB; therefore, intelligent user as increased interference due to CB, using a previously pro-

sociation can be significant in facilitating throughputrgai  posed model [7]. However, their conclusions cannot ex-
from CB. In brief, clients make association decisions not plain why an isolated link does not always enjoy a higher
in a selfish/greedy manner, but by considering the impact throughput with CB, as compared to the single channel sce-

of their decision on neighboring cells. APs make decisions nario, which is the case in practice. Visoottivisettal. [3]

on whether or not to use CB by considering factors such ascompare the performance between commodity 802.11g and

interference, towards achieving network-wide perfornreanc 802.11n devices. However, this work does not examine CB

gains. To our best knowledge, ACORN is not only the first in depth.

system to consider the application of CB in enterprise WLANs Common to the above studies is the conclusion that the

but also the first system to consider the use of two distinct negative impact of CB on 802.11n’s performance is due to

bandwidths while performing joint channel allocation and increased levels of interference. We find that there are-addi
user association. tional effects which demonstrate that CB should be applied
The main contributions of our work are the following: with care.

Orthogonal Frequency Division Multiplexing (OFDM):

FDM divides the allocated spectrum into smaller subchan-

els (subcarriers) which are orthogonal to each other. Each

subcarrier carries data at lower rates; however togetlegr th
maintain the total data rate. OFDM systems can cope better

o We design ACORN, an auto-configuration system for With narrowband interference and fading [8]. Lately, there
802.11n WLANs. ACORN jointly performs user asso- are many studies that try to improve OFDM performance.
ciation and channel allocation with CB. For example, Rahut al. [9] implement a downlink OFDM

PHY for WLANS that performs rate adaptation per subcar-
¢ We show that the channel allocation module of ACORN rier. Subcarrier power allocation is examined in [10]. listh
achieves a theoretical worst case approximation ratio work, we are not interested in changing the PHY layer func-
of O( 547 ) as compared to an optimal algorithm where - tions of 802.11n OFDM; we examine the effects of the PHY
A is the maximum node degree in the network (the on the higher layers and design a solution towards improv-
problem is shown to be NP-complete). ing performance without requiring any changes at the lower
) PHY / MAC layers.

e We implement ACORN on our 802.11n testbed and  channel Width Adaptation: Commodity 802.11a/bl/g
show that (i) it provides significant performance bene- arqvare vendors have also implemented a function that uses
fits over existing schemes designed for legacy 802.11 cpannels of varying width. These systems can operate on 5,
(which typically employ bands ofasmglewdth)._ Gains 10, 20 and 40 MHz bands [11]. In [12], the authors pro-
from 1.5x up to 6x are observed and (ii) in practice our nqe a channel width adaptation algorithm that can dynami-
channel allocation performs better than the theoretical ¢4y choose a channel width to satisfy an optimizatioreerit
worst case approximation. rion. Although the authors discuss the potential usageef th

The rest of the paper is organized as follows. In Section 2 &lgorithm in WLANS, the algorithm is designed assuming
we provide brief background on the 802.11n PHY and dis- WO communicating nodes and its applicability in enterpris
cuss related work. Section 3 describes our PHY and higher WLANS is not studied. We examine the impact of different
layer measurements that provide an understanding of thechannel widths on 802.11n WLAN performance by jointly
behaviors with CB. We present the design of, and analyze considering user association and channel allocation.
the algorithms included in ACORN in Section 4. Section5  Résource Allocation: Resource allocation in WLANs
describes the system implementation and our experimentalusua"y refers to power/rate control and channel selection

o We perform extensive lower layer experiments on WARP
platform [5] and higher layer experiments on our 802.11n,
testbed towards validating that the performance can in-
deed degrade in interference-free settings if CB is used.

evaluations. Our conclusions form Section 6. User association is very tightly related with these funtsio
therefore, in many cases they are studied together.
2. RELATED STUDIES Static channel allocation is shown to have associated fair-

, ) i ) ness issues and thus, Mistetaal. [13] proposed a dynamic

PHY layer and describe related previous work on resource thors formulate the channel assignment problem as a graph
allocation and experimental studies on 802.11n. coloring problem. Kumaet al. [15] formulate a utility op-
802.11n Experimental Studies:802.11n utilizes MIMO  timijzation problem that accounts for user association. All
communications at the PHY with OFDM. Two modes of op-  of the above efforts however, study the problems of chan-
erations are feasible with 802.11(#): Spatial Division Mul-  ne| selection or user association independently. In [16] an
tiplexing (SDM), which achieves higher data rates &i)d  [17] the problem of jointly performing frequency selection
Space Time Block Coding (STBC), which achieves higher anq user association is studied. Misketaal. [16] provide
reliability. Typically, vendors implement rate adaptatl- a centralized approach, while Kauffmahal. [17] provide
gorithms with 802.11n, which choose the mode of MIMO 4 gistributed solution based on the Gibbs sampler. In [18],

operations based on the link quality [6]. In [2], Shrivastav  the authors study the interaction between channel allmeati
et al. identify that 802.11n networks are somewhat limited hower control and user association.

by the CSMA/CA access policy inherited from the 802.11



All the above (independent or joint) network optimiza-
tions are designed for legacy 802.11a/b/g networks operat-
ing with single channel widths. The complexities assodiate
with CB make the above algorithms inadequate. To the best
of our knowledge, we are the first to study the joint prob-
lem of channel selection and user association in 802.11n
WLANS, considering two distinct channel widths.

3. CHANNEL BONDING IS NOT PANACEA

In this section, we first present and analyze our PHY layer
experimental observations relating to CB. Later, we examin
the impact of the PHY on the higher layers.

3.1 Channel bonding micro-effects

-80 - 20 MHz
40 MHz

Power / frequency (dB / Hz)

-20-10F;10 20
Frequency (MHz)

Figure 1: PSD estimate with different channel widths.

that of 20MHz bands. Expressed in dB, this translates to
about a 3 dB reduction in the power per sub-carrier. This in

802.11n leverages the OFDM-based physical layer to im- ,rn can have an impact on the performance.

plement CB. The OFDM sub-layer is inherited from legacy
802.11 systems (a/g). 802.11a/g use 64 subcarriers to form
a single OFDM symbol of 4sec duration. The OFDM sub-
carriers together form a 22MHz channel (or band). 16 of the
subcarriers are used to form guard intervals and for cagryin
pilot tones; thus, 48 subcarriers carry datain an OFDM sym-
bol. 802.11n increases the number of data subcarriers to 52
in a 20 MHz channel which results in a nominal bit rate of
65Mbps for a single data streAnCB utilizes two adjacent
channels simultaneously and employs 108 data subcarriers
over a total of 40MHz bandwidth. As one might expect, the
nominal bit rates with 40MHz are slightly higher than dou-
ble of their 20 MHz counterparts for the same modulation
scheme. However, there is an important factor that can neg-
atively impact the achievable throughput in a 40MHz chan-
nel; the SNR experienced is lower with CB than when a 20
MHz band is used. To understand why this is the case, let
us look at the impact of increasing the number of OFDM
subcarriers on (a) the thermal noise and (b) the energy per
subcarrier.

Impact of CB on thermal nois&:he total thermal noise in
a 40 MHz channel is higher than that in a 20 MHz channel.
The noise floor,V, in Wi-fi systems can be calculated as
follows [19]:

N(indBm) = —174+ 10 - log(B) 1)

Considering the two factors together, we postulate that:

e For the same transmission powét, |, the SNR of a

signal is reduced by 3dB with CB. A reduction similar
to this postulated value (52%), is seen in the energy per
subcarrier in experiments (discussed below); the noise
per subcarrier remains almost the same as predicted
theoretically (4% reduction). Thu#)e SNR per sub-
carrier is halved; combined with the increased prob-
ability of error due to the larger number of subcarriers
(each subcarrier experiences a different fade), a BER
increase is expected.

In order to achieve the same SNR on a link, with both
20 and 40MHz channels, we need to increase the trans-
mission power in the latter case. However, this might
not be possible given power budget constraints; in ad-
dition 802.11n dictates the use of the same maximum
power with and without CB.

One might expect these factors to primarily affect poor
quality links since these links are the ones that are most
susceptible to the lowered SNR.

With additive white Gaussian noise (AWGN), one can de-
duce the above observations from Shannon’s theorem on the
capacity of wireless channels [19]. The capacityof an

where B is the bandwidth of the channel in Hz. It is easy AWGN channel (in bits per second) with a bandwidtt{in
to see that the noise in a 40 MHz channel is about 3 dBm Hz) is:

(10log2) higher as compared to a 20 MHz channel. If one
assumes that the noise is uniformly distributed across the

C =B-log(l+ SNR) 2

subcarriers, the noise per subcarrier can be expected to reOne can immediately see that for low SNR values the log-
main almost the same for both the 20 MHz and 40 MHz arithmic term dominates. Thus, if increasing B decreases

channels, and in theory there is just a 4% reduction.
Impact of CB on subcarrier energy:The 802.11n stan-

SNR (as is the case here when we transition from a 20 MHz
channel to a 40 MHz channel), there may be regimes where

dard [1] mandates the use of the same maximum transmitthe capacity decreases. The validity of these theoret&al a
power with and without CB. In an OFDM system, the trans- sessments in real settings has to be investigated, since the

mit energy is evenly distributed across the subcarriereeSi

noise may not be AWGN in such settings. We next perform

CB uses 108 subcarriers and the total transmit power re-experiments for this purpose.
mains the same, the energy per subcarrier is theoretically Experimental validation: We use the WarpLab frame-
reduced by 48% (approximately halved) as compared with work with WARP [5] hardware to implement a basic OFDM

This assumes a 8@8ec guard interval (Gl). The option of using

system. We generate a random bitstream and modulate it

a shorter Gl (408sec) is also available; this reduces the symbol USiNg DQPSK. The Inverse Fast Fourier Transform (IFFT)
duration to 3.@sec and further increases the data rate. For more i applied on the modulated I - Q (In-phase and Quadrature)

details on OFDM see [8].

samples. A cyclic prefix is then added. A Barker sequence is
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Figure 2: Received constellations with different Figure 3: BER for QPSK modulation with respect
numbers of subcarriers; (a) 52 and (b) 108. to (a) SNR and with respect to (b)T,.
age . . 1 1 =
later prepended to facilitate symbol detection at the xetei X

These samples are transmitted over the air using 2x2 STBC
(Space Time Block Codes with two antennas - Alamouti)
[20]; we use the STBC mode of transmission since on poor
quality links, the auto-rate function of our 802.11n canus i e o \ e o \
duces operations in this mode. At the receiver, the preamble ooy LR ooy [P
sequence is detected and stripped. The cyclic prefix is re-

moved and the remaining samples are fed into a Fast Fourier
Transform (FFT) module. After demodulating the samples, ) )
the receiver obtains the bitstream. We implement the CB Figure 4: Uncoded PER for QPSK modulation.

functionality by appropriately changing the subcarriepma  5rqs) with the packet transmitted by the Java application
pings, and using a 128-point FFT (as opposed to a 64-pointy, s the receiving node knows therrectpayload contents
FFT with & .ZOMH.Z channel). . for the BER calculation. In our experiments, we transmit a
First, we investigate the spectral characteristics offdiest  (45) of 9000 packets with a packet size of 1500 bytes and
mitted waveform. \We obtain the power spectral density (PSD)ygject the BER statistics from the receiving board. We cal-
of the transmitted signals. The same powr is used for ¢ |ate the BERs using our WARP boards with 20 and 40
both 20 and 40MHz channels. PSD reflects the distribution ;4 channels, with QPSK. Note here that these are uncoded
of the energy with regards to the frequency content of the gerg (ng forward error correction (FEC)). The BER results
signal. Figure 1 depicts the PSD estimate of the spectrum, ity respect to the measured SNR are presented in Figure
with 52 and 108 subcarriers. It is evident, that there is an 3 (a). As one can expect, for a fixed SNR, the BER does
approximate 3dB reduction (-92 dB to -95 dB) in the energy 4t depend on the channel width. We also plot on the same
per subcarrier when we increase the channel width. Notefiq re the theoretical bit error rates for the considered sys
that in 802.11n systems the central frequefitys notthe e from [19]; the theoretical BER formula depends only
same for 20 and 40MHz channels (we depict the PSD using 5, the SNR per subcarrier and not on the bandwidth. We
the samét, for bOth.m Figure 1) F. is shifted and two adia-  gpserve that the experimental curves fit well with the theo-
cent, non-overlapping orthogonal bands are combined [21]. \tica) plots. In particular, the coefficient of determination
To elucidate the effects of CB on a received signal, we 5315 0.8 and 0.89 for 20 and 40MHz, respectively. Figure
present a typical sample from the received QPSK constel-3 ) hresents the same set of BER measurements, but with
lations for both 20 and 40MHz channels in Figure 2. With agnect tg77,. We notice that the wider channel exhibits a
20MHz the received symbols are mostly clustered around higher number of bits in error for a givefy,, thus corrobo-
the actual transmitted symbol on the I-Q plane. With CB, rating our intuition (discussed earlier).
there is a higher uncertainty for the transmitted symbol due
to the lowered energy per subcarrier. The signals are more3,2  Effects of CB on higher layers
vulnerable to _fading and more likely to be erroneously de- The PHY layer performance is not always directly ex-
E?)(Ijse)dr.e-srglsswlnggehri br? El}erBeErg)r rate (error rate of QPSK sym- ported to the higher layers (due to FEC, headers etc.). There
9 : fore, the performance degradation in terms of BER with a

To look at the implications of our last observation, we : S
) . ' 40MHz channel for a fixed transmission power, may or may
measure the Bit Error Rate (BER) with 20 and 40MHz chan- not be reflected in the performance observed at the higher

nels. We use the OFDM reference design from [5]. On top of |

4 : ayers. To understand the effect at the packet level, we look
:het OFDMtPHYI'( V‘t’e us((ja thel BIEIt:{h/iﬁC érEpRlefmentafuon [5],[ at PER (Packet Error Rate). A small increase in the raw un-
O transmit packets and caicufate the or varlous Set- ., 4ed BER (when using a 40MHz channel) might result in

tin%s. \Iive uske a customEJﬁva appliqatLon that tLanfsmits galfllﬁno change in the PER on a commercial coded system like
to back packets to an Ethernet switch using the jpcap . S
[22]. The BERMAC implementation loads specific buffers 802.11n. If so, the throughput enjoyed at the application

of the WARP boards (on both the transmitter and the receiver 3y |everage this later in designing ACORN in Section 4.

o

o
2
Packet Error Ratio

Packet Error Ratio

Transmit Power [dBm]

(a) PERVS SNR (b) PER veT',
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Figure 5: o-values for different links, T, modulations (mod) and code rates (cod). For a given link, CBs beneficial
(o < 2) only beyond a certain power level. For lower power levels @wer SNR), CB hurts performance ¢ > 2).

layer is practically doubled (ignoring MAC overhead). On
the contrary, if the PER is also increased, this will result i
less than a two-fold increase in the throughput or in some
cases, could even result in a throughput reduction. Assum-
ing the throughpufl” with transmission rate? is roughly

T = (1— PER)- R, the throughput with a 40 MHz channel
will be lower than that with 20 MHz if the following holds:

1—PERy _ R 9
O = ———— 1
1—-PFERyy Roo ’

where PER, and R, are the PER and the nominal trans-
mission rate with thee MHz channels.Herery is simply the
ratio of packet delivery probabilities achieved withoutlan
with CB.

PER performance:

)

Using the previous experimental

setup and results, we obtain the uncoded PER. Figure 4(a)

presents the PER with respect to the SNR. As discussed, fo
a given SNR the BER does not depend on the channel width
thus, the uncoded PER is similar for the 20 and 40 MHz
channeldor the same SNRHowever, for the sam&,., the
PER with CB is much higher as compared to that without the
feature (Figure 4(b)). Recall that with 40MHz, for the same
T, the SNR per subcarrier is halved and this contributes to
the performance degradation.

Experiments with commodity 802.11n cards:The per-
formance of an 802.11n system might differ from what we

have observed, given the implementation details(e.g. due

to FEC). To examine the performance with commodity sys-
tems, we conduct experiments on our 802.11n testbed. Ou
testbed consists of 18, 2x3 802.11n nodes, each equippe
with a Ralink mini-PClI card and three 5-dBi omnidirectional
antennas. The testbed contains both indoor and outdosr link
[24]. We operate on the 5GHz band, avoiding interference
from other colocated WLANS in the 2.4GHz band.

With our initial 802.11n experiments, we examine the per-
formance of the (coded) PER. We tune the transmission pow
on our links and we measure the PERs with both 20 and 40
MHz channels. In Figure 5, we plot thevalues (Eq. 3) for
various modulation schemes and code rates for 4 represent
tive links (BPSK is omitted since it exhibits a similar parfo
mance as QPSK). Whenevweis larger than 2, the through-
put achieved with CB will be lower than that with a 20 MHz
channel (inequality 3). Table 1 presents the observed SN
values €/) when we have @rossovewalue ofc = 2. The
common trend identified among all the cases where 2

I

S

a

mod®®® | QPSK?3/* | 16QAM3/* | 64QAM3/* | 64QAMP/6
o> 2 -7dB 3dB 5dB 8dB
o< 2 -4dB 5dB 7dB 11dB

Table 1: Experimental transition table for o values.

is that this degradation in performance is observed fora cer
tain range of transmission powers. This region maps to a 2-3
dB difference in SNR More specifically, for lowT,, the
PER for both the 20 and 40 MHz channels is similar (and
close to 1), resulting imr =~ 1. As we increase the power,
the PER with a 20 MHz channel drops faster (with respect
to T,,), since the SNR at the receiver is 3dB higher as com-
pared to the CB case. Thus { PE Ryg) increases faster
than (| — PERyo) and the ratior can indeed assume val-
ues larger than 2; however, as we keep increagingthe
SNR with 40MHz also increases and therefore, the PER per-
formance with the two cases become similar to each other
again (almost no packet losses) anet 1.

Furthermore, for a given link, the SNR valgeat which
we begin to see a PER decrease with 20MHz (which results
in o > 2), is higher as the modulation becomes more ag-
gressive (Table 1). The reason for this is that with more ag-
gressive modulations there is a higher SNR requirement to
correctly receive packets.

Note that, for some robust links (e.g., link B in Fig. 5) the
PER is extremely low for both the 20 and 40 MHz channels
and here CB will provide huge benefits in terms of through-

rput. For poorer links, the difference in the PER performance

an be significant and inequality 3 might be satisfied. In such
ases, a 20 MHz channel is preferable.

Throughput performance: From the perspective of the
end-user, the achievable throughput at the applicatioer lay
is what is important. To examine the higher layer perfor-
mance, we measure the achievable throughput with and with-
out CB on our 802.11n testbed. The rate control algorithm
of our cards is used. This proprietary algorithm not only
adjusts the rates in response to packet successes/fdilutres
also picks the best mode of operation (SDM or STBC) based
on the channel quality. We consider both UDP and TCP. The
maximum transmission power is used and we consider all
of our links (24 in total) to capture a wide variety of link

unalities. Figure 6 (a) depicts the results. We see that in

*Whene is > 10, we cap its value at 10 for better visualization.
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Figure 6: Throughput experiments (a) with rate control

Figure 7: High level functions of ACORN.
and (b) with fixed rates.

distributed coordination function (DCF) used with 802.11
about 20% of our experiments the use of the conventional ensures equal long term medium access opportunities. Since
20MHz channel yields higher throughput. The majority of poor clients occupy the channel for longer periods, the good
these cases are clustered in the low throughput regimes. Thelients are hurt. This effect would cause an AP with an as-
SNR values observed during these experimental trials weresociated poor client, to suffer from degraded throughpitt if
smaller than 6dB, which conforms with our previous BER/PERvere to apply CB. If instead it does not apply CB, the poten-
observations in Table 1. In addition, approximately 30% of tial throughput gains are lost. To address this, ACORN tries
our TCP experiments yield better performance with 20MHz to ensure that each cell either has (preferably) all usetts wi
as compared to only 10% with UDP. TCP is more sensitive high quality links, or contains larger numbers of users with
to packet losses and as a result even small PER incrementgoor link qualities. In the former case, the cell can apply CB
can significantly degrade performance. and in the latter it would simply use a 20 MHz channel.

To understand the above observations, we experimentwith - b) TheCB module exploits the application of the user as-
fixed transmission rates. For every link on our testbed, we sociation module. It assigns 40 MHz channels to those APs
find through exhaustive search, the Modulation Coding Seherthat achieve the highest improvementsin throughput (iglear
(MCS [1]) which gives the highest (UDP) throughput with  these are the APs that contain the most clients with good
and without CB, considering both modes of 802.11n op- quality links). 20 MHz channels are assigned to APs that
erations (SDM/STBC). The results from Figure 6 (b) im- either suffer degradations in throughput with 40 MHz chan-
ply that the optimal modulation scheme with 40MHz is al- nels (due to the presence of poor clients) or do not achieve
most always less ‘aggressive’ (smaller MCS) as comparedsignificant gains with CB.
with the one with 20MHz. This results in less than a two- Note that the objective of many of the previously proposed
fold throughputincrease with CB as compared with 20MHz WLAN configuration schemes is to minimize the total trans-
channels. Figure 6 (a) verifies this, since the vast majority mission delay [17] [18]; this achieves fairness among the
of the points lie on the right side of the line= 2z. This is users. However, our objective is moaximize the total net-
again an artifact of the increased BER and PER with CB.  work throughput. In other words, we tradeoff some level

To summarize, our experimental study shows that CB doesof fairness for significant gains in the total network-wide
not always increase throughput. If one were to also considerthroughput. This is the current trend in many commercial
the increased interference from wider channels, it becomesplatforms for wireless communications (e.g., 3G/CDMA com-
evident that channel assignment algorithms should be care-munications), which employ schedulers that give priority t
fully designed for 802.11n WLANSs. In addition, user as- high quality links (e.g., PF scheduler) [25] [26]; theseeuth
sociation is even more critical in the case of 802.11n than ulers target maximizing the total network throughput,\&Ho
in legacy systems; a poor client might hurt a cell utiliz- ing for some hit in terms of fairness across the users. In
ing CB. Next, we describe the design of our 802.11n auto- addition, many research efforts align with this directiéor (
configuration framework ACORN, which accounts for all example [27] and [28]). We assume saturated downlink traf-
the above factors. fic for analytical tractability of ACORN's decisions. Modt o

the previous work also relies on this assumption [18] [29].
4. HARVESTING ACORN However, we show experimentally that ACORN helps even

ACORN is designed based on the understanding deveI—Wlth unsaturated loads (as with TCP traffic).
oped with the experiments described in the previous section .
It consists of two modules: (a) a user association module and4-1 ~ User Association
(b) a channel assignment module that accounts for CB. The A newly arriving clientu, usually has a sed,,, of serving
operations of ACORN, are briefly depicted in Figure 7. In APs to choose from. In order to pick thestAP for asso-
short, the functions of the two modules are the following:  ciation, an objective must be in place. With ACORN, the
a) Theuser association moduldries to group users (or  decision is based on the pairing that achieves the maximum
clients) of similar link qualities within the same cell. The aggregate network throughput.
basis for this assignment is that the presence of a few poor Gathering information for making user association de-
quality users in a cell can degrade the performance drasti-cisions: In order to achieve our goal, needs to know for
cally with 40 MHz bands. Even the good clients suffer due every APi € A, the per client throughput of, with and
to the performance anomaly with 802.11 [4]. In brief, the withoutu associated with iL‘((jUyu andX? respectively).

wo,u’



The client computes these values by obtaining a modified Algorithm 1 User Association Algorithm

beacon. This beacon includes the number of clients associ-

ated with the AP (including) K;, the transmission delays
per clientd’,, the aggregate transmission dely D; of the

AP and the channel access timé of the AP (if there is
fully saturated traffic and no contentidd; = 1). Clientu
upon beacon reception calculates the above quantitie as, (
X, = A%i and (i) XJ, ., ﬁ [17].

In order for the AP to be able to include these information
in the beacon the user has first to associate with it. Other,
more simplistic approaches for AP selection, do not require
prior client association with the APs. For example, affilia-
tion decisions that are based on the received signal strengt

(RSS) of the beacons, do not require each user to associate

with the APs in range first. However, it is shown that cross
layer information is important for user affiliation to dediv

a good performance [29]; for instance simply looking at the
RSS can lead to configurations with a few overloaded APs

and other underloaded APs. In order to obtain the required

information accurately, a user needs to associate with Ehe A

and exchange traffic. Thus we implement a similar approach

to the one proposed in [17] [18] to obtain the information
required by our algorithm. Note however that with ACORN
the decision on which AP to affiliate with, is different.

Associating with an AP: Based on the information gath-
ered from all the APs in range, picks the APi* € A,,
which maximizes the following utility function with respiec
toi:

Unsoc(,i) = K- Xy o+ Y (Kj—1)
JEA,jFi

¢

wo,u

(4)

The first term on the right hand side of Equation 4 is the total
throughput of the AP with whichy associates. The second
term is equal to the total throughput achieved by the other
APs in the range of.. Note here thafs; was defined as
the number of clients associated with APincluding client

u. When a new client joins the cell, there could be a re-
duction in total throughput due to the increased transiissi
delay. The goal is to minimize this reduction and prefer-
ably maintain the throughput at the level prior to the clent
arrival. Equation 4 minimizes the impact of a poor client
v, in the network. v affiliates with an AP serving similar
quality clients, since this association will minimize thee t

tal network throughput degradation (i.e., maximize thaltot
network throughput) that could result from the 802.11 per-
formance anomaly [4]. Clients with high quality links do
not affect the throughputs due to the anomaly when they

associate with their best APs. The pseudocode of the usePy Y™ =

association scheme is given in Algorithm 1.

4.2 Channel Bonding Decision/Allocation

1: Input: K;, M;, ATD;,Vi € A, and d’ Vi's clients

2: Output: AP ithat client u associates with
3: forie A, do
. i M;
4 X\ u= ATD;
5 Xuou = ATD,~a@
6 Uasoc(u, 1) = K; X7ZJJ7J, + Z (Kj—1) Xiou
JEA, A1
7: end for
8: return i* : Uysoc(u, 1*) > Ugsoc(u, ), Vi € Ay

Vv Set of Access Points

Ch Set of available 20/40MHz channels
F:V —Ch Channel assignment mapping

fi channel assigned at AP

X, Throughput of AP;

Table 2: Notations for channel allocation algorithm.

objective is to assign colors from a given set of colors to
the vertices of the IG, such that no adjacent vertices have
the same color. Note here that, the notiorcolor conflicts
differs in our case due to CB. For instance, let us assume col-
orsc; andc;, corresponding to channefs and f; (20MHz
channels). Then theomposite coloHc;,¢;} corresponds

to the 40 MHz channel derived from the combinationfpf
and f;. With this set up, the basic colors andc; do not
conflict; however, each of them conflicts with the composite
color {¢;, ¢;}. In the rest of the paper we will refer to both
basic and composite colors simply as colors. We relax the
constraint of the above graph coloring problem, since our
objective is to assign colors to the vertices (i.e., chanteel
the APs), so as to maximize the total network throughput.
Formally, we seek to:

max Y = ;/Xi(F)

(5)

NP-completeness:The graph coloring problem with the
above objective is NP-complete. The classic, NP-complete,
decision graph coloring problem[30], tries to answer the
following: “Given a graphG(V, E') and k colors, can we
color the vertices/ such thatve;; € E — f; # f;?",
wheref; is the channel assigned to AP

The total aggregate network throughputis upper bounded

isol isol __ i1s0l—20 isol—40
> X!, whereX{**! = max{X] X! }

i€V
is the maximum possible throughput for AR an interference-
free setting, achieved with either a 20 or a 40 MHz channel.

Next, we describe the channel allocation module of ACORN:€t I be a solution to our problem, yielding a total aggre-

Table 2 enlists the notation used.

Problem Formulation: The channel allocation problem
is cast as a graph coloring problem [14]. We apply the idea
of theinterference graph (IGjalso considered in [14] [13]).
The setV of vertices of the interference graghV, E) are
the APs. An edge,; € L, if APs ¢ andj interfere with
each other. In the classic graph coloring problem [30], the

gate network throughput df . The solution is optimaiff
Y' = Y* & @ has ak-coloring. Thus, our problem is NP-
complete.

Our approach: We design an algorithm that allows APs
to decide upon the channel(s) to use. Later, we compute the
approximation ratio of our algorithm relative to the optima
Initially, all APs are assigned either a 20 MHz or a 40 MHz



channel at random. The algorithm is iterative and executedon the different channels (of the same width) is not signifi-

with a periodicity ofT". In every iteration, the AP that can

cantly different. Later in this section, we provide measure

provide the maximum increase in the aggregate throughputments that validate this assumption in indoor slowly vagyin
by switching channels, is allowed to switch. The algorithm settings, typical for enterprise 802.11n WLANs. However,

terminates, after a number of iteratioAS either when no

this assumption does not hold when channels are of differ-

further improvement can be provided or when the improve- ent width. In other words, the channel qualities to the ¢tien
ments provided are very small. A pseudocode for our algo- may change if a channel of different width is used. To map

rithm is given in Algorithm 2.Y,' represents the long term
aggregate network throughput achieved at perio@énd af-
ter x iterations of the algorithm.

Algorithm 2 Channel Bonding Selection Algorithm
1 Input: VI FT-1

2: Output: F'T
3Y =Y k=0
4: repeat
5. label (1)
6: AP =V,AP =
7. forieVdo
8: k=k+1
9: for c € Ch do
10: Tmpz(c) = Z Xa(FJ,'J;AP/ ) f’L =G FJQ;lF))
acV
11: end for
12: pick ¢ : Tmp;(ci) > Tmp;(c),Ve € Ch
13: rank; = Tmp;(c}) — Yi—1
14: if max;cy rank; < 0then
15: if |[AP'| < 1then
16: return F = (F/)' FlLy)
17: else
18: GOTO (1)
19: end if
20: else
21: “winner” is AP m : rank,, > rank,,Vn €
14
22: fT = ¢, AP = AP/{m}, AP" = AP"J{m}
2’ Y =) (F )
acV
24: end if
25:  end for
26: if AP # ()then
27 GOTO (1)
28: endif

29: until ;' <e- Y1,

In each iteration of the algorithm, the APs that have still
not chosen new channel(s) (i.e., members of theAde},

estimate the aggregate throughput achieved with every posequal to:Y* =
sible channel, assuming that the other APs keep their durren

allocation (line 10).
Estimating throughput: In order to estimate the through-

the measured results from a 20 MHz channel on to a 40 MHz
channel (or vice versa), we leverage the understanding ob-
tained from our PHY layer measurements in Section 3.

To estimate the link quality on a channel of different width,
we adopt the following procedure. The input is the SNR at
the current width. When we change the width (20/40MHz),
there is a 3dB change in the SNR; this processing is per-
formed by aSNR calibratiormodule in our estimator. Using
this calibrated SNR value, BER estimatiormodule calcu-
lates the theoretical coded BER (from [19]). Recall, from
our PHY layer measurements that one can expect a reason-
able match between the values computed with the theoretical
formulas in [19] and the real experimentally observed BER.

Finally, using the BER knowledge we estimate PER. Here,
we use the commonly used assumption (for example [32]),
of independent, uniformly distributed bit errors withireth
packet and compute the PER as:

PER=1- (1 - BER)". (6)
Note here that ACORN does not require the exact BER or
PER values; it only needs a coarse estimate of the link qual-
ity i.e., a reasonable classification of good and poor links.

Once the possible performance on each of the available
channels is estimated, the AP that can provide the maximum
increase in the aggregate throughput by switching channels
does so. This approach in essence, mimics the gradient de-
scent algorithm; it greedily seeks to find the point that ex-
hibits the maximum increase in the value of the objective
function (the throughput).

The same procedure is repeated considering the APs that
have not had an opportunity to switch. When no improve-
ment is possible or the improvement is incrementall{ne
29), the algorithm stops. In the current form of ACORN,

e = 1.05 (i.e., if there is a 5% or less increase in the total
aggregate throughput as compared to the previous iteration
the algorithm stops).

Approximation Ratio: Gradient-based optimization can
be trapped in a local extremum. Given also that the chan-
nel allocation problem is NP-complete, we are interested in
finding the worst case approximation ratio of our algorithm.

The maximum possible aggregate throughput is obtained
when all APs operate in an interference free setting, and is
Z X?*°l as mentioned before. The worst
eV
local extremum where our algorithm can be trapped, is the
one in which every AP uses the same (20 or 40 MHz) chan-

put on a new channel, an AP needs to take into account (i) thenel. In other words, nodes are not just assigned conflict-
number of APs already residing on this new channel and (ii) ing colors, but are assigned exactly the same color. This
the quality of the links to its clients on the channel. Thetfirs is because, if they are assigned different conflicting olor
requirement is possible either with help from an administra (a composite color and a basic color) the achieved through-
tive authority or the Inter Access Point Protocol (IAPP)][31  put will be higher (this is easy to verify). In this case, the
For the second requirement, we assume that the link qualitythroughput in isolation of every AR will be reduced by



:: LG —=— 1 tha —=— more than 3 years from the CRAWDAD repository [33]. In
§ oa] Mt g B I e particular, we extract the association duration of each. use
5 . g °° Figure 9 depicts the CDF of the association duration. More
i, TS PR than 90% of the associations last less than 40 minutes and the
P [N B M median is approximately 31 minutes. Based on these data,

oloesgeoacnssy | e eeeo we run our channel allocation algorithm every 30 minutes.
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Figure 8: Link quality on different channels.

a factor ofm, assuming fully saturated traffic, where o

deg,, is the degree of node®. Consequently the long term O SO0 000, de00n 70000 25000

total network throughput will bé’, =Y _
werst v deg; +1 Figure 9: CDF of user association durations.

Xisol < LI > Xj*!, whereA is the maximum node
A+l

degree observed in the network. Thus, our algorithm ex- 5. EVALUATING ACORN
hibits a worst case approximation ratio®@f 1 ). As shown
in Section 5, in practice, the channel bonding/allocatairesne
performs much better.

Link quality on different channels: We assume that ; :
the quality of a link does not exhibit significant variatians 5.1 _Implementatlon D_etalls ) _
terms of PER on different channels of the same width. Inor-  We implement our algorithms using the Click modular
der to verify this, we conduct the following experiments on fouter (v1.6) [34]. We implement a user-level utility that
our testbed. For all the links, we measure back to back, thefuns both at the APs and the clients. We keep track of the
Packet Error Rate on the different channels, using the max-SNR, the nominal rate and the association time per client by
imum transmission rate (MCS = 15 [1]). Figure 8 presents Using dedicated funcupns |.mplemented in our card’s dnyer
the results from 3 representative links. Our measurementsThe delay for each client is calculated and broadcast in a
demonstrate that, indeed, the variations across the eliffer Peacon as described in Section 4,along with Mg values
channels are negligible (for both 20 and 40MHz channels), (defined in Section 4.1), the number of clients and the ag-
making our assumption realistic. There are studies (e.g.,9regate transmission delay of an AP. The client receives the
[9]), that have reported variations in the link quality with beacons from every AP in its range and makes appropriate
different frequencies. However, these studies are oneingl association decisions. o
antenna systems. In contrast, in our experiments, we uti- Calculating per client transmission delay and},: These
lize the MIMO PHY of 802.11n. The use of MIMO makes Metrics are notdirectly available since our hardware doés n
the performance stable and robust and decreases variationBrovide access to firmware. We implement a module where
across the different frequencies (arising primarily dutatb every AP calculates the delay of a client by utilizing our PER
ing in single antenna systems). ACORN can easily be mod- €stimation procedure and the nominal rate for the client. We
ified, such that each AP scans (one at a time) all the avail- estimate), for an APa by - wherecon, denotes
able channels and gets more accurate information regardinghe set of neighboring APs that reside on the same chan-
the link quality to its clients. However, this would add more nel as APa. This estimation has very high accuracy when
complexity and increase the convergence time of the system.these APs can hear each other under saturated traffic. Ac-

Periodicity of our algorithm: The periodicityT with curate management and configuration of WLANS is of most
which we apply channel allocation needs to be carefully cho- interest in these regimes i.e., in dense deployments ad wit
sen. If we apply it too often, then the hit in the throughput heavy loads.
could be significant due to the overhead. If on the other hand,
we activate channel allocation too infrequently, the toggl 5.2 EXxperimental Evaluations

might have significantly changed in the interim and the cur- Comparison with legacy 802.11 WLAN configuration
rent allocation might provide poor performance. systems: We start by randomly assigning initial channels
In order to assess this tradeoff, we use data collected fromyg Aps from the 5GHz band. Clients are then randomly acti-
206 different (commercial) APs, in a time period spanning yated one by one. Each client performs user associatios (i) a
s o ) perAlgorithm 1 or, (ii) the algorithm described in [17]. The
Note here that, the graph we consider is the interferengehgra APs then perform channel selection either asAdgorithm

the network [14] with respect to the APs (vertices of the g)ap o . .
Two APs interfere with each other either if they directly quete 2 or a modified version of [17]. We modify the frequency

for the medium or if either competes with at least one of teot ~ Selection algorithm in [17] to implement a greedy strategy
AP’s clients. where APs aggressively use the (single width) 40 MHz chan-

In this section, we provide implementation details of ACORN
and its experimental evaluation on our 802.11n WLAN testbed




ACORN Random Configurations (Descending order)
Network Tput (UDP)| 259.2 | 201.63,193.1, 188.56, 187.6, 184.62, 183.39, 169.62326360.47, 159.3%
Network Tput (TCP)| 178.93 161.7,155.77,134.78,133.4,130.64, 114.1, 109.4, 106541, 102.3

Table 3: ACORN achieves the highest network throughput (in Mbps) against 10 best (out of 50) manual configurations.
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Figure 10: ACORN can provide throughput gains in
interference-free deployments. Dashed APs use 20 MHz
with ACORN and 40 MHz otherwise. Dashed arrows de-
pict the user affiliation decisions taken by [17].
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Figure 11: ACORN provides the highest throughput in
settings with interference. X,Y,Z denote the channel
widths (MHz) used by APs 1, 2 and 3.

nels. Specifically, they scan 40MHz channels and select the
one that minimizes the total noise and interference. We sim-
ply refer to this scheme as “[17]".

ACORN significantly improves per-cell throughput in
interference free settings: In these experiments, we acti-
vate saturated downlink UDP traffic from each AP to its
clients. We evaluate ACORN on many different WLAN
topologies. We employ all the twelve 20MHz channels avail-
able in the 5GHz band with both ACORN and [17]. Figure
10 quantifies our per-AP throughput observations with a few
sample topologies (also depicted). Topology 1 consists of 2
APs. This is a sparse WLAN where clients are connected
with poor quality links with AP1 and good clients are asso-
ciated with AP2. We find that the user association with both
ACORN and with [17] are identical. However, the use of the
20 MHz band provides a significant increase (4x through-
put increase) for AP 1 because of its low-SNR client links.

5As one might expect, simply using the algorithm with 20 MHz
channels results in lower rates and correspondingly lolreugh-
put. For clarity and ease of discussion, we omit these i®helte.

In fact, with the 3 dB reduction in SNR, we observe that
the poor clients are hardly able to communicate with the AP
when it uses CB with [17].

Topology 2 includes 5 APs. We observe that with ACORN,
when poor clients associate with an AP, the AP uses a 20
MHz channel. The same APs apply CB greedily with [17].
The presence of poor clients reduces the cell throughput of
the corresponding AP. These effects are seen with AP 4 and
AP 5 of the topology and for these, ACORN provides sig-
nificant throughput improvements (6x for AP 4 and 1.5x for
AP 5). We also observe that ACORN results in different user
associations for APs 1 and 3; as discussed, ACORN tries to
groupclients with similar link qualities in the same cell. In
contrast, [17] evenly divides the clients between these APs
regardless of the specific client link qualities. Due to,tAB
3 achieves a higher throughput (1.8x) with ACORN since it
serves only one good quality client. This results in more
congestion at AP 1 with ACORN as compared to [17] since
it has to serve more clients. However, interestingly, AP 1
can still achieve theame total throughput with more clients
We identify the reason behind this to be the following: since
ACORN groups similar-quality clients in one cell, the ag-
gregate throughput does not change despite the faghénat
client throughput is reduced; the performance anomaly of
802.11 does not take effect. We observe similar performance
gains with ACORN in a variety of other deployments but do
not present the results due to space constraints.

ACORN reduces interference: In dense deployments
where channel availability is limited, ACORN reduces in-
terference at the neighboring APs and provides even higher
improvements in throughput. To showcase this, we experi-
ment with a representative scenario in Figure 11 where the
number of APs is not small relative to the number of avail-
able channels (unlike in the previous experiments). We have
3 APs that contend for channel access and there are four 20
MHz channels made available. AP 1 serves a good qual-
ity client and APs 2 and 3 have poor clients associated with
them. When all the APs aggressively use CB, they project
interference on each other. In addition, APs 2 and 3 suffer
because of the poor client links. Note that, with 4 channels,
only one AP can use CB to achieve complete isolation. In
such cases, it is essential for a channel allocation scheme t
identify the best AP that should exclusively use CB. We ob-
serve that, ACORN identifies this AP and provides the high-
est throughput as compared to other possible allocatidns. |
provides an almost 2x improvement over the scheme that
aggressively allows CB operations at every AP; the aggres-
sive allocation causes increased interference and thuer lo
throughput.

Comparison with random manual configurations: We
compare ACORN against a large set of manual configura-
tions in terms of assigned channels and user associations.
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The purpose of this experiment is to see the effectiveness T sf "'n:‘ f
of ACORN in yielding the highest network throughput. In 150 £ % s
this experiment (different from previous experiments), we 7 120 /
measure the performance in terms of both UDP and TCP g w
throughputs. The experiments evaluate ACORN’s perfor- ~ 60
mance with unsaturated TCP traffic; since our analysis as- w0l ich .
sumes saturated traffic, we wish to examine if ACORN works . 353'1 °
well in_ these cases as well. Note that, we are mainly inter- % 0 30 60 % 120 150 180
ested in scenarios that fully load the network (saturated co T (Mbits/s)

ditions), since achieving balance and efficacy is most impor _ ) ) ) )
tant in these regimes. However, these limited experimentsFigure 14: AC?RN, can achieve approximation ratios
demonstrate the applicability of ACORN in more generic Petter than O( 57 ) in practice.

settings. Tuning ACORN to provide benefits in all possible

scenarios (if possible), is part of our future investigasio o )

For a randomly picked topology, we first run ACORN and bY AP i using a channel width of MHz. Note here that
obtain the total network throughput. Next, we configure APs this maximum is achieved when we completely isolate the
with random channels (both 20 and 40MHz) and let each 3 competing APs i.e., they do not contend with eaph other.
client associate with one of the APs in range with equal prob- Subsequently, we run the ACORN channel allocation algo-
ability. We repeat this experiment for 50 different configu- rithm with 2, 4 and 6 orthogonal channels made available.
rations and take the 10 best configurations. Table 3 tatsulate Note here that, 6 orthogonal channels are enough for all of
our results. We observe that ACORN configures the network the APs to simultaneously activate CB. Figure 14 depicts the
in a way that achieves the highest possible throughput astotal network throughput/’, obtained by ACORN in com-
compared to what is achieved with these random configura-Parison withY™. Note thati™* computed as above, id@ose
tions. We wish to point out that ACORN provides gains with  UPPEr bound, since complete isolation of the 3 APs is not al-
TCP since congestion can still occur at shorter time scales; Ways possible with less than 6 orthogonal channels. With
at such times, the use of ACORN provides benfits. The de- 2 channels, ACORN does not perform worse than what is
cisions relating to CB deliver higher performance sincg/the theoretically predicted; the aggregate network througkpu
are based on client link qualities and independent of the typ %5, Since the medium access is shared among the contend-
of traffic. Although the set of random configurations is by ing APs. In the case of 6 channels, ACORN can achieve
no means exhaustive, the experiments do demonstrate thgince channel allocation isolates every AP and configures
efficacy of ACORN in terms of yielding high throughputs.  the best channel width for each AP. We observe some cases

How close to the optimal is ACORN channel allocation ~ Where ACORN performs very close to the optimal (what is
in practice?: Next, we perform experiments to examine the Possible with 6 channels) even with only 4 channels. Exam-
approximation ratios achieved by the ACORN channel al- ining the cases with care, we find that there is at least one AP
location module in practice. We choose 3 APs tbamn- ¢ such thatl3, > T};,; ACORN accounts for this and con-
petefor channel access in each experiment (i&.= 2); figures the particular AP with a 20 MHz channel, leaving 3
9 such sets of different APs are considered. We then as-channels for utilization to the other two APs.
sociate clients with each of these APs. We then run satu- Evaluating ACORN with mobility: With ACORN, once
rated UDP downlink traffic from each AP to its clients in an AP is assigned a 40 MHz channel, it can opportunistically
isolationfor both 20 MHz and 40 MHz channels. We calcu- Uuse its allocated channels. In other words, the AP can opt out
late Y*, which is the best possible aggregate throughput, asfrom using CB and only employ the 20 MHz channel (one of

i i i ; the two assigned). Since the other APs choose their frequen-
Ta9,T40), WhereT? is the th hput obt d . , ; .
Z maz(Ta, Tio), whereT; is the throughput obtaine cies based on the channels assigned to this particular AP,

=h2s using either of the two 20 MHz channels will not change the
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