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Abstract— Mobile ad-hoc networking involves peerto-peer communica-
tion in a network with a dynamically changingtopology. Achieving enemy
efficient communicationin sucha network is more challengingthan in cellu-
lar networks sincethere is no centralized arbiter suchasa basestation that
can administer power management.In this paper, we proposeand evaluate
a power control loop, similar to those commonly found in cellular CDMA
networks, for ad-hoc wirelessnetworks. We use a comprehensve simula-
tion infrastructur e consistingof group mobility, group communication and
terrain blockagemodels. A major focusof reseach in ad-hocwirelessnet-
working isto reduceenergy consumptionbecausehe wir elesslevicesareen-
visionedto have small batteries and be incapable of enelgy scarenging We
show that this power control loop reducesenergy consumption per trans-
mitted byte by 10 - 20%. Furthermor e, we show that it increasesoverall
throughput by 15%.

|. INTRODUCTION

Ad-hocwirelessnetworking is receving reneavedattention.It
enablesnary interestingusagescenariodut posessereralchal-
lenges. Traditionally, wirelessnetworking hasbeenappliedto

cellular telepholy and Internetconnectvity via radio modems.

Thesesystemsprovide singlehop connectvity to afixed, wired
basestation. Ad-hoc wirelessnetwork systemsattemptto form
multi-hop networks without pre-configurechetwork topologies.
Thereis peerto-peerinteractionamongnodesunlike in cellular
networkswherenodescommunicatevith a centralizedbasesta-
tion. Ad-hocnetworksarecharacterizedby dynamicallychang-
ing topologies a directresultof the mobility of thenodes.Such
systemgcanoffer mary advantagesThey do notrely on exten-
sive and expensve installationsof fixed basestationsthrough-
out the usagearea. With the availability of multiple routesto
the samenodeor basestation,they canperformrouteselection,
basedon various metrics such as robustnessand enegy cost.
Nodescan communicatedirectly with eachother when possi-
ble, ratherthanusinga distant,intermediatebasestation. This
canhelp consere enegy andimprove throughput. Thesesys-
temsenablevariousapplications,rangingfrom the monitoring
of herdsof animalsto supportingcommunicatiorin military bat-
tlefields[1] andcivilian disasterecovery scenarios.

Many of theseapplicationsrequirethat nodesbe mobile and
be deployedwith little network planning. The mobility of nodes
limits their size,which in turn limits the enegy reseresavail-
ableto them. Thusenegy consenationis a key requiremenin
thedesignof ad-hocnetworks. In wirelessnetworks, bandwidth
is preciousandscarce.Simultaneoudransmissionsn domains
which usethe samebandwidthinterferewith eachother Thus
bandwidthre-useis alsoimportant.
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Pawercontrolhelpscombatongtermfadingeffectsandinter-
ference.Whenpower controlis administereda transmitterwill
usetheminimumtransmitpowerlevel thatis requiredto commu-
nicatewith the desiredrecever. This ensureghatthe necessary
and sufficient transmitpower is usedto establishlink closure.
This minimizesinterferencecauseddy this transmissiono oth-
ersin the vicinity. This improvesboth bandwidthand enegy
consumption.However, unlike in cellular networks wherebase
stationsmake centralizeddecisionsaboutpower controlsettings,
in ad-hocnetworks power controlneedso be managedn a dis-
tributedfashion.

In this paperwe present power controlloop for ad-hocwire-
lessnetworks. We describethe detailsof this algorithmin Sec-
tion 1l. In Sectionlll we describethe simulationinfrastructure
thatwe have built to simulaterealisticad-hocnetworks. We have
madean effort to modelthe nodemobility, communicatiortraf-
fic andervironmentlikely to beexperiencedn typical scenarios.
We evaluateour power controlloop in SectionlV. Our power
control loop improves enegy consumptionand throughputby
10-20%and15%respectiely in our simulationmodels.

Il. DISTRIBUTED POWER CONTROL FOR AD-HOC
COMMUNICATION

In this section,we describean enegy conserationtechnique
atthe MAC layer. The goalhereis to minimize the enegy cost
of communicatiorbetweenary given pair of neighboringnodes
if suchcommunicatioris possible Ad-hocnetworkscancontain
nodesof varioustypes,of which mary canhave limited power
capabilitiesandmaynotbeableto scavengeenegy from sources
suchassolarenegy. Furthermoremary of the datagathering
applicationsfor which thesenetworks are deployed are lateng
tolerant. Thus, enepy efficiency ratherthanlateng shouldbe
theprinciple designgoalin MAC communication.

One main mechanismfor enegy consenration at the MAC
layer is power control. Pawer control loopsfor variouscellu-
lar telepholy systemshave beenstudiedextensvely in the past
andareusedin commerciallydeployed systemg?2], [3]. They
areespeciallyimportantin ad-hocnetworksdueto the higherle-
vels of interference.We have appliedpower control extensions
to the IEEE 802.11MAC ! specification[5], therebyachieving
lower enegy consumptiorandhigherthroughput.

In this section,we begin by describingthe generalconcept
behindpower control andrefer to relatedwork. In a following
subsectionwe describethe IEEE 802.11MAC protocol,which

INeither the IEEE 802.11 specificationnor its commercialimplementations
suchasWaveLAN [4] usepower control.



istheMA C protocolwe usefor implementingpower control. We
thendescribeour distributedpower controlloop.

A. PowerContmol

In cellular systems,a basestationtells mobile units to ad-
justtheirtransmitpowersby measuringhe power recevedfrom
them. Cellular systemsare usedfor applicationssuchastele-
phory wherethe pre-installationof a fixed basestation infra-
structureis feasible. Cellular systemshave startopologiesand
every mobile unit communicategxclusivelywith an associated
basestation.

An ad-hocnetwork on the otherhanddoesnot have a central-
ized arbiterwhich cantell eachnodethe transmitpower to use
to communicatavith aparticularrecever. Furthermorewell de-
fined cells or domainsdo not exist. Thus power controlin an
ad-hocnetwork is not trivial andneedsto be administeredn a
distributed manner However, the benefitsof power control re-
main. Insteadof every nodeusingthe sametransmitpower, if
a nodeusesonly the power level thatis requiredto communi-
catewith adesiredrecever, it might extendit’s batterylife. Fur
thermore |t will reduceinterferenceseenby othersimultaneous
transmissioné the network.

B. RelatedWork: PowerContmol Loopsin Cellular Networks

Pawer control loops for various cellular telephory systems
have beenstudiedextensively in the pastandare usedin com-
merciallydeployedsystemg2], [3]. Therelatediteratureis vast,
andwe will notattemptacompletesurwey. Insteadwe describe
thebasicconcepbehindpowercontrolloopsin CDMA systems.

Oneof the main goalsof power controlis to avoid the near
fareffect. Sincetransmittedsignalsexperiencepropagatiorioss,
signalsreceved by a basestationfrom a closermobile station
will bestrongetthanthoserecevedfrom onethatis furtheraway.
Thusdistantmobilestationawill notexperienceafair shareof the
availablethroughputto the basestation. Similarly, anothergoal
of powercontrolis to reduceheinterferencehatamobilestation
experience$rom differentbasestationsneartheedgeof acell. In
spreadspectrummetworks,especiallyin CDMA networks,power
controlis necessaryo reducethe averagenoiselevel sothatit is
possibleto recoverthe spreadsignal.

Both openloop and closedloop power control mechanisms
have beenexploredin CDMA systems. Openloop control at-
temptsto measureat the mobile station,the pathlossbetween
itself and the basestation. Using the received signal strength
of messagesand variouscontrol parametersgransmittedby the
basestation,the mobile stationcansetits transmitpower level.
Thismechanisndoesnotalwaysachieve thebesttransmitpower
level becausehe pathlossexperiencedn the uplink anddown-
link may differ (especiallyif differentfrequenciesare usedfor
theuplink anddownlink).

Closedloop power control treatsuplink and downlink power
controlseparatelyThebasestationmeasurethereceivedsignal-
to-interferenceaatio (SIR) over a shorttime periodand decides
whetherthe mobile stationshouldraiseor dropits transmission
power level by comparingthe receved SIR to the appropriate
SIR value. This decisionis transmittedto the mobile stationon
thedownlink. Themobile stationthenadjustst’ stransmitpower

levelsaccordingly The basestationdetermineghe optimal SIR
valueby anoutercontrolloop thatconsiderghe errorrateexpe-
riencedon the uplink. CDMA systemausea similar closedloop
power controlto adjustthe downlink transmitpower levels. The
basestationperiodicallyreducest’s transmitpower levels. The
mobile stationmeasureshe errorrateexperiencedn thedown-
link and requestsadditionalpower from the basestationif the
experiencederror rate is unacceptable.The downlink control
loopiteratesat a frequeng thatis at leastan orderof magnitude
lower thanthe uplink controlloop.

Referencd6] in particulardescribesan adaptie closedloop
powercontrolalgorithmfor cellularCDMA networksthatis sim-
ilar to the one we proposein this paperfor ad-hocnetworks.
Their simulationsof cellular CDMA networks consistof hexag-
onal cell layoutswith eachcell consistingof randomlymoving
nodesthatcommunicatenly with basestations.

C. RelatedWork: Power Control Loopsin Ad-HocNetworks

Ad-hocwirelessnetworksprovide adifferentsetof challenges
thanstandarccellulartelepholy andpaclet radio networks. We
cannotplacedthe network in a pre-suneyed cellular fashion.
Eachnodecommunicateslirectly with mary nodesratherthan
justonebasestation.Referencd7] attemptdo imposeacellular
structureto anad-hocnetwork topology Eachclusterheadacts
like acellularbasestation. Theauthorsproposeo useopenloop
andclosedloop power controlin a similar fashionasdescribed
abovein cellularnetworks, but specificallyto controlthe size of
a cluster Their main goalis to reducethe numberof network
topologychangeghatoccurasafunctionof nodevelocity.

Referencd8] is similarto [7] but formulatesthe problemdif-
ferently, asanoptimizationproblem. The authorsdeterminethe
“optimal” numberof neighborsthat eachnode should have to
minimize the maximumtransmitenegy while maintainingcon-
nectvity constraints.In the algorithmsthat they propose they
restrictthe numberof neighborsof a nodeby reducingits trans-
mit power level by a constanwalue.

The power controlloop mechanisithatwe proposeis differ-
ent from prior work in several ways. Our focusis on ad-hoc
networks and not cellular systemsasin referenceg$2], [3], [6],
[7]. We allow eachnodeto choosedifferenttransmitpower le-
velsfor differentneighboringnodes.lt is nota goal of the work
we presenhereto reducetheconnectvity of thenodedasin ref-
erenceg7], [8]). We allow all nodesto communicatewith all of
their neighborshut by having eachnodechoosedifferenttrans-
mit power levels for eachof its neighbors,interferencewill be
reduced.A systemthatties eachnodeto a singletransmitlevel
for all communicatior{asin referencg8]) will experiencenhigher
interferencébecausexcessivetransmitpowerwill bespentcom-
municatingwith nearbynodes.We investigatewhethera power
controlloop in anad-hocwirelessMAC canreduceenepgy con-
sumptionandincreaseoverall throughput.We evaluatethe per
formanceof our scheméy meanf constructingealisticsimu-
lation modelsthatcandepictvariousscenarios.

We have appliedour power control loop to the IEEE 802.11
MAC [5]. In the following subsectionthe relevant part of the
IEEE 802.11MAC specifications briefly described We follow
it by a descriptionof the modificationswe proposeto support
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Fig. 1. IEEE802.11Signalingfor AddressedMessages

power control.

D. IEEE802.11MAC SignalingSystem

We consideraddingpower controlto ad-hocwirelessmedium
accesso reduceenegy consumptiorby reducingboththetrans-
missionenegy and averageRF (radio frequeng) interference.
We incorporatea power controlalgorithminto the IEEE 802.11
MAC protocol[5], which hasbeenpopularfor ad-hocnetworks
[9]. Thepowercontrolmodificationghatwe proposen the next
subsectionnvolve piggy-backingadditionalcontrolinformation
in the IEEE 802.11MAC'’s signaling. Thesemodificationsare
applicableto any ad-hocMA C protocolthatemplgys asignaling
schemesimilarto theonespecifiedn the [EEE 802.11standard.
In the remainderof this subsectionye provide an overview of
therelevantpartsof this standard.

Therearetwo basicmessagéypesthatthe|[EEE802.11MAC
layer generates (a) broadcasimessagesind (b) messages
destinedor a specifichostwithin thenodes radiorange(hereby
referredto asaddresseanessages)Whenthe MAC layer of a
node generates broadcasimessagewhich is destinedfor all
hostswithin thenodesrange thenodesimplytransmitshe mes-
sagewithoutary additionalsignaling.

Whena nodehasto transmitan addressedhessageit usesa
signalingprotocol (RTS-CTS-DATA-ACK) (seeFigurel) thatis
morecomplicatedhanthe oneusedfor broadcastingThis pro-
tocol includesthe generationof messageshat inform the des-
tination and other neighboringnodesabouta forthcomingdata
transmissionand thus reducesthe effects of hiddenterminals
[10]. Thesenodeswill deferothertransmissionsluringthis pe-
riod.

E. Modificationsto Incorporate Power Control

We now describeour modificationsto the IEEE 802.11MAC
specificationfor addresseanessageso supportpower control.
In theoriginal IEEE 802.11MAC, all transmissionsccuratthe
sametransmitpowerlevel. For our power controlloop, we allow
this transmitlevel to be arny oneof tenlevels. Theselevelsvary
linearly betweerthedefaulttransmitpowerlevel (themaximum)
andone-tentlof this value®. We scaledown the enegy to trans-
mit a messagéy the transmitpower level choserby our power
controlloop. It is possiblein animplementatiorthat the reduc-
tion in enegy consumptiorevelswill notmatchthereductionin

2In comparison AMPS (AdvancedMobile PhoneSystem)useseight power
levels [11]. GSM (Global Systemfor Mobile communicationsluseseight to
fifteenlevels,dependingn the unit's maximumtransmittempower.

transmitpower levelsdueto inefficienciesin it's design.We will
exploretheresultof suchissuedn SectionlV.

We alsoalterthe messagdeaderformatsfor CTS and DATA
messageso include a value which is the ratio of the receved
signalstrengthof thelastreceved messageo the minimumac-
ceptablesignal strengthat the node currently transmittingthe
messageWhena recever recevesan RTS messageit will en-
codethe ratio of the receved signal strengthof the RTS mes-
sageto theminimumsignalstrengththatis acceptabldy thisre-
ceiver in the headerof the CTS reply messageSimilarly, when
transmittingthe DATA messagethe transmittemwill encodento
it the ratio with respectto the receved CTS. Thus, during one
RTS-CTS-DATA-ACK exchangepoththe transmitterandthere-
ceiver inform eachother aboutthe quality of their transmitted
signals.Both nodesnow have theopportunityto altertheirtrans-
mit power levelsfor furthercommunicatiorbetweereachother

The MAC layer for eachnode maintainsa small table that
storespower control settingsfor other nodeswith which this
nodehasrecentlycommunicatedThetablewill besmallsinceit
is unlikely thatanodewill communicatalirectly with morethan
afew neighborsatany pointin time. Thetablestoresthe current
transmitpowerlevel settingusedfor eachneighbor Thecf _pwr
field of thetablemaintainsan EWA (exponentialweightedave-
rage)history of the receved signalstrengthratio recevved from
eachneighbor Thedr _pwr field maintainsan EWA history of
thecf _pwr field at instancesvhen paclet lossesoccurred. A
count-davn timer field is also maintainedfor eachneighborto
damperrapidfluctuationsin transmitpower levels.

When a messages sentto a node,we look up the nodelD
in thetable. If it is not there,we allocatean entry with the ini-
tial power level setto maximum(seeSectionlV for simulation
resultswith lower initial settings).Whena CTS or DATA mes-
sageis receved from a node, we updateit’s cf _pwr field in
thetable. If thecf _pwr field is higherthanthedr _pwr field,
we decrementhe transmitpower level field by one, unlessthe
count-davn timer field is not null. Whenthe MAC times out
while waiting for a CTS or DATA or ACK messagérom a node,
we incrementthe transmitpower level field by one and update
thedr _pwr field. We setthe count-davn field to ten. This en-
suresthat for the next ten messagdransmissiongo this node,
thetransmitpower level field will notbedecrementedWe chose
this valueof tento damperrapid fluctuationswhile ensuringthe
overall effectivenesof the pawer controlloop.

Our modificationsapply to addresseanessagebetweenary
pair of nodes We have notextendedhepower controlalgorithm
to broadcastmessagewhereonly a DATA messagés transmit-
ted. Thesemessagearetypically usedfor routing purposesand
do notinvolve a sequencef messagexchangesilt is not possi-
ble for the MAC layerto decidewhattransmitpower level they
shouldusesincethedestinatioris nolongera singlenode.

The essentiafoal of the above algorithmis to learn the mi-
nimumtransmitpower level requiredfor a nodeto successfully
transmitto a neighboringnode. Startingwith an initial value
for thetransmitpower level, the exchangeandlossof messages
causesheMAC layerto ratchetup (or down) thetransmitpower
level. TheMAC layerof anodethuslearnsthe uniqueminimum
transmitpower level requiredfor thatnodeto successfullyrans-



mit to any othernearbynode. A lower level will resultin lost
paclets. This level is uniquefor every nodewith this nodecom-
municates.This level canchangeandsothealgorithmcontinu-
ously tracksthe returnedsignal strengthratio and determinesf
thetransmitpower level shouldbe changed We usethe simula-
tion infrastructurehatwe describdan thenext sectiornto evaluate
our power controlalgorithmin SectionlV.

I1l. GROUP MOBILITY SIMULATION MODELS

To evaluatenew algorithmsfor usein ad-hocwirelessnet-
works, realisticusagepatternmeedto be employed. It is acom-
monpracticein publishedworksto userandomnodeplacement,
mobility andtraffic patterns. Thesepatternsdo not accurately
model real deploymentsof ad-hocwirelessnetworks. In de-
ployedad-hocnetworks,therearemary physicalobstaclego ra-
dio waves.In the scenariosve considernodesdo not move ran-
domly, but move in accordancevith coordinatedyroups.Traffic
is notrandom but representawell definedflow of dataandcon-
trol betweerthenodes.

Themobility, traffic andblockagemodelsthatwe presentere
canbe usedto model mary real usagescenarios.Variousani-
mals (suchaswolves, birds and fish) and wildernessexplorers
(suchas hikers and skiers)tend to travel in groups. Environ-
mentalistavishingto trackthe movementsf theseanimalsmay
attachradiotranscerersto them. They canform anad-hocnet-
work, allowing variouslocation and sensorreadingsto propa-
gateto distantbasestations.Law enforcemenbfficers, military
troops,fire fightersand medicalpersonnelblso move and work
in groups. Modeling suchervironmentsusing randompatterns
is inadequatdor the evaluationof new networking algorithms.
We mustapply groupmobility andtraffic patternsandwe must
modelthe blockageghatwould be experiencedn realusage.

A. RelatedWork: RealisticScenarioModeling

Much of theresearcHiteraturein ad-hocwirelessnetworking
resortsto inaccurateand unrealisticrandommodels. We sum-
marizein this subsectiorvarious other modelsthat have been
proposedn the past.

Onemain usagescenarios the military battlefieldof the fu-
ture. Scatteredroopsandvehicleswill needto communicatevia
anetwork formedin anad-hocfashion.Referencd12] provides
an example of a hierarchicaltactical military network control
structureto motivatetheir work on the applicationof mobile IP
and CIDR (Classlesdnter-Domain Routing) to suchnetworks.
However, they do not presentsimulationsof suchnode place-
mentandcommunicatiorpatterns.Referencd13] usesa static
arrangementf nodesn atacticalnetwork, wherenodesarepart
of differentnetwork groupinggcohorts).Onemembeiof eachof
thegroupingss partof alargergrouping.They usethis modelin
simulationsput without any mobility patternsor terrainmodels.
Referencd14] presentsa very detailedsimulationof a tactical
network. They supportnodemobility andthe lossof nodesdue
to enemyfire and jamming attacks. However, the userhasto
specifymobility patternsandtraffic probability distributions.

Referencg15] describeghreedifferent scenarios usersat
a conferenceysersat a public event and monitoring a disaster
area. They placenodesin clusters. The nodesmove randomly

Fig. 2. GroupMobility

within a clusterbut the clustersdo not move. They placeob-
stacleghatdo not move andcompletelyblock all transmissions
throughthem. We presenmoresophisticategimulationmodels
targetedat moregeneralscenariosnvolving groupmaobility. We
move nodesin their groupsasa whole, while giving eachnode
thesametrajectoryastheir groupbut with a slightvariance Fur-
thermoreyeferencd15] doesnotexplainhow traffic sourcesand
destinationareassignedWe setuptraffic flowsin ahierarchical
manner: flows amongnodeswithin the samegroup and flows
betweergroups.Our blockagemodelsare moresophisticatedn
that they move and transmissiorossis not absolute. It varies
basedon the losscharacteristicef the obstacleandthe nature
of how the obstacleblocksthetransmission.

Reference7] presentsa surwey of variousmobility models
andinvestigatesheimpactof groupmobility ontheperformance
of variousrouting protocols.They concludethatrandommobil-
ity modelsdo not accuratelypredict the performanceof rout-
ing protocolsin realusagescenariosThe groupmobility model
thatwe presentis similar to theirs. However, we additionallyin-
corporategroupcommunicatiorpatternsaandblockagemodelsto
furtherimprove thefidelity of our simulationresults.

B. Mobility Models

To model group movement,we pre-generatenotion vectors
for eachnodeandfeedtheminto our simulations. The usersof
this modelneedto specify varioushigh level parameters the
numberof nodesto be simulated the sizeof a group,the maxi-
mumspeedf anodeandarandomnumbergeneratoseed.Us-
ing thislist of parametersyursimulationinfrastructuregenerates
motionvectorsfor individual nodes We initially placethenodes
with theirgroups andplacethegroupsatrandomwithin thesim-
ulatedfield of variablesize.We give eachgrouparandomlycho-
sentrajectoryandspeed.This is randombecausenoreaccurate
modelsof groupmovementsequireprofilesof aspecificapplica-
tion, which arenot currentlyavailable. All the nodeswithin that
groupfollow this chosentrajectoryand speedbut with a small
randomvariance This smallvarianceis meantto modelreallife
effects, suchasanimalsor peoplemoving with varying speeds
andapplicationspecificresponsibilitiesOncethis motionvector
hasbeenfollowedfor a certainrandomperiodof time, thegroup
will pausdor ashortperiodandwill chooseanothewector The
grouppausest eachdestinatiorto simulatethefulfillment of an
applicationspecificgoal suchasthe investigationof an areaor
thecollectionof sensodata. This modelis shavn in Figure?2.



Fig. 3. BlockageModel

C. Traffic Models

Thenodeqanimals humansr machinesvithin agroupwant
to sharesensorandlocationinformationsothatlocal inferences
aboutsensorreadingscanbe made. Thusthe traffic patternwill
consistof intra- and inter- group communicationsf dataand
control. To modelsuchtraffic, we pre-generaténtra-groupand
inter-grouptraffic patternghatwe feedinto our simulations.The
resultingcommunicatiorpatternwill have roughly0. 75 * N
connectiongdistributedamongthe N nodesin eachgroup, with
eachconnectiorstartingatarandomtime. Therewill beroughly
0. 75 * G connectionshetweenG groups. The goal of this
modelis to mimic the connectionpatternsthat arelikely to be
usedin actualad-hocnetwork deployments. We do not attempt
to modelthe amountor rate of the actualdataflow becausave
do nothave tracesof realusage.

D. Blodckage Models

Theareasvheread-hocnetworkswill bedeployedwill rarely
consistof justopen,flat terrain. It is probablethatvariousforms
of foliage, mountainougerrain, buildings, enemyRF jammers
and inclementweather(rain, snav, hail) will be experienced.
This harshervironmentwill manifestitself by impairing RF
transmissionsWe make aneffort to modelblockagesothatour
simulationswill moreaccuratelyreflectrealistictransmissioref-
fects.

We canaccuratelymodeleveryfeatureof everykind of block-
ageto infinite detail. However, it is importantfor usto maintain
a balancebetweenmodelingaccurag andsimulationrun time.
Thuswe make oneimportantsimplification- we modelall block-
agesassphereof varyingradii. This makesit easierto quickly
determinevhethertheline of sightbetweertwo nodesntersects
a blockage. Also, we needto avoid this calculationfor every
transmissiorfor every recever for every blockage.Instead for
every senderlndrecever pair, we consideblockagesiearthem.
We internally storeblockagesn a multi-level quadcif treerep-
resentatiorof the simulationfield. We pick thoseblockagesn
the smallestquadraniencompassingpoth the senderandthere-
ceiver. For mobile blockageswe re-arrangehemat the appro-
priatetimesin the quad-ciftree. At presentwe allow nodesto
passthroughblockages. This is accuratefor heary foliage or
weatheybut not for buildingsor hills.

Whenwe considerthe effect of a blockageon a transmission,
we first determinewhetherit is blocking the transmission.If it
is, we droptheenegy of thetransmissiorby theequatiorbelow.

Eachblockagehasa certainloss factor (blockagedensity), L.
Thewavelengthof thetransmissions ), theradiusof the block-
agesphereis R, the shortestdistancebetweenthe centerof the
sphereandthe point of intersectionis d andthe enegy of the
transmissions E.

Axd

E*(17(4*7T*R

The above equationis an approximationof the true blockage
lossthatwould occurto atransmissionThemainfeatureof the
above equationarethatthelossis greaterthe closertheintersec-
tion is to the centerandthelossis greaterthe smallerthe value
of L. Thus,in Figure3, the communicatiorbetweerthe lighter
colorednodeswill incur a higherenepgy loss(interferencethan
thatbetweerthedarkercolorednodes.For eachtransmissionwe
considerblockagedn no particularorder Furthermorewe ap-
ply the blockagelossesafter we accountfor the free spacepro-
pagationlossin the enegy of the transmission.Both of these
approximationshouldhave a minorimpacton simulationaccu-

ragy.
IV. SIMULATION ENVIRONMENT AND RESULTS

We have incorporatedhesegroupmobility, traffic andblock-
agemodelsinto our simulationervironment. We usethis en-
vironmentto evaluateour distributed power control algorithm.
While the emphasisof this paperis on realistic usagemodels,
we also presentresultsfrom completelyrandommodelsto jus-
tify the needfor more real usagemodels. In this section,we
describethe simulationervironmentandthe experimentalsetup
using(a) therandommodelsand(b) realistic modelsusing
thegroupmobility, traffic andblockagepatterns We thenpresent
our simulationresults.

A. NetworkSimulator

We usethe UCB/LBNL discreteeventnetwork simulator NS
(version2.1b6)[16], which is now underdevelopmentaspartof
the VINT project. We choseNS becausef its CMU Monarch
projectextensionghat supportvariousad-hocrouting protocols
andits extensibility. The NS simulatorcontainsanimplementa-
tion of thelEEE 802.11MA C standard5] whichexecutesabove
a wirelessRF (radio frequeng) physicallayer The physical
layeris amodelof a DSSSradiointerface(LucentWavelLan[4]
Direct-Sequencé&pread-Spectrum)peratingat 914 Mhz with
a throughputof 244 KBps. We have modifiedthe physicaland
MAC layersto supportour power controlloop algorithm.

B. SimulationSetupof RandomModels

Our goal in presentingresultsof simulationsusing random
modelsis to contrastthemwith thosefrom real usagemodels.
Herewe list the simulationsetupparametershatwe use.In the
randomsimulationmodels,we do not useary blockagemodels.
We run eachof the simulationswith pre-generatedodeplace-
ment, movementpatternandtraffic patterns.Initial nodeplace-
mentwithin the simulatedfield is random. We selectrandom
speedsand directionsfor eachnodeat randomtimesto gene-
ratemovementpatterns.For traffic patternswe pick two nodes



TABLE |
RANDOM SIMULATION MODEL SETUP PARAMETERS

Field Length 500 meters
Field Width 500meters
SimulationTime 10seconds
Traffic Type TCPsessions
# of TCP Sessions 2-28
# of Nodes 30
Enegy Budget/ Node 1 Joule
RoutingProtocol DSR[17]
Max NodeSpeeds 1,10& 20m/s
TABLE Il

ADDITIONAL GROUP MOBILITY SIMULATION SETUP PARAMETERS

Nodes/ Group 5
# of Blockages 4
Max BlockageRadius 10 meters
Max BlockageSpeed 2m/s

atrandom,andat arandomtime, we initiate a TCP session We
varytheseedsusedfor therandomnumbergeneratorso produce
a setof resultsthatwe averageandshaow the highestandlowest
valuesin errorbars.?

Tablel lists varioussimulationsetupparametersThe enegy
budgetof 1 Jouleallows eachnodeto transmitand/orreceve
about800KB at full transmitpower. Most nodesdie of enegy

stanationby the endof eachsimulationwhich lasts10 seconds.

Whennodesrun out of enegy, they canno longertransmitor
recevemessagesrhel0secondimulationtime providesample
durationfor routediscovery andformation.

C. SimulationSetupof Group Mobility Models

The groupmobility simulationsetupis similar to therandom
model setupwith someadditions. Here, we useour blockage
models, group mobility and group connectvity patterns. We
placeandmove theblockagesn thefield usingarandomlygen-
eratedpattern. We simulatethemwith a high lossfactor (i.e.,
L is very small). We choosetheseblockagesettingsto repre-
sentslow moving blockagessuchasinclementweatheror en-
emyjammingdevicesmoving througha battlefield. Tablell lists
theseadditionalparameters.

In the next two subsectionswe describethe format of the
graphsthat we useto presentour resultsin the following three
subsections. Thoseresultsare basedon the simulation para-
meterswe have describedabove.

D. ThroughputGraphDescription

The throughputgraphsin Figures4, 6 and8 contrastthe per
formanceof themodifiedMA C with power controlto theunmod-
ified MAC with fixed power transmissions.Eachpoint depicts
thepercentage

TotalThroughput(PowerControlM AC)

100 *
TotalThroughput(FizedPower M AC')

3We choosethe seedghemseles arbitrarily. We producetwenty five setsof
resultsfor every simulationsetup.The numberof resultsis alsoarbitrary
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We definethroughputasthetotal numberof TCP sessiordata
bytessuccessfullytransferredduring the 10 secondsf simula-
tion time for eachrun. Databytesthatarere-transmittedlueto a
lossin thedatapacketsor acknavledgemenmessagesr dueto
otherreasonsareaccountedor (i.e.,duplicatedatabytesarenot
counted).

As describecearlier we conductednary simulationsfor each
pointusingdifferentrandomnumbergeneratoseedsEachpoint
in thegraphsshavsthe averagevalue,andtheverticalerrorbars
shav themaximumandminimumvalues.We vary boththespeed
(1 m/s,10 m/sand20 m/s)andthetotal numberof TCP connec-
tionsinstantiatedalongthehorizontalaxis. Thereis no particular
scaleacrosghe horizontalaxes- the goal of the variationalong
themis to shawv the robustnesof power control acrossvarious
situations.

E. Enegy per ByteGraphDescription

The“enemy perbyte comparison’graphsin Figures5, 6 and
9 aresimilar to the throughputgraphsexceptthat eachpoint in
thegraphsdepictsthefollowing percentage:

Total EConsumed
* TotalThroughput
TotalT hroughput
* Total EConsumed

100 (PowerControlM AC)

(FizedPower MAC)

NS (version2.1b6)only accountdor the enegy consumedn
receving a messagend the enegy consumedn transmitting
a message.Thus, the value of enegy consumedepresentshe
enegy spentonly in the simulatedradio transcever. This value
assumeshatthetranscerer doesnot consumeary enegy when
idle. Eachnodehasan enegy budgetandwhenit exhaustshis
enegy budget,it cannolongerreceve or transmitmessages.

F. SimulationResultswvith RandonMobility Models

Figure 4 shawvs the improvementin total throughputof the
power control MAC versusthe unmodifiedMAC in simulations
with randomplacement,mobility and traffic models. A value
above 100%indicateshatthe pawer controlMA C modifications
achievedahigheroverallthroughput.
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Figure5 shows the improvementin the enegy consumeder
transmittedbyte. A valuebelonv 100%indicatesthatthe power
controlMA C modificationsconsumedessenepgy overall.

The graphsshawv that the power control loop MAC achieres
modestimprovementsin throughputand enegy consumption.
The varianceis high, asindicatedby the error bars. In simula-
tionswherecommunicatinghodeshapperto be atthe maximum
communicationrange distancebetweeneachother, the power
control loop doesnot help. In fact, it consumesnore enegy
andreduceghroughputdueto the extra control overheadrans-
mitted in the messagdeaders.However, in simulationswhere
the communicatingnodeshappento be closeto eachother, the
power control loop successfullyreducegshe transmitpower le-
velsandreduceghetotal enegy consumed.This canbe dueto
both a reductionin the transmissiorenegy consumedand due
to areductionin overall interferencdrom othernodes.On ave-
rage,it consumesboutl0%lessenegy andimprovesthe over
all throughputof the systemby about5% comparedo the un-
modified MAC. However, with our group mobility, traffic and
blockagemodels,the power control MAC achieses significant
improvementon throughputandenegy consumption.

G. SimulationResultsvith Group Mobility Models

The simulationsof group mobility and traffic patternswith
blockagemodeling producemore dramaticresults. Figure 6
shaws that the power control MAC offers roughly 15% higher
throughputhanthefixed power MAC. Also, the minimumerror
barsaremostly abore the 95%line andthe maximumerrorbars
aremuchhigherin thesesimulationresults.

Similarly, Figure 7 shaws that the overall enegy consump-
tion of the power controlMAC is about10 - 20%lower thanthe
fixedpower MAC. Again, the high error barsaremuchlower in
this graphthanin therandomsimulationgraphandthelow error
barsare muchlower. Theseresultsvary significantly from the
simulationswith randommobility models.We reiteratethatit is
importantto testnew algorithmsin ad-hocnetworking in con-
junctionwith modelsof realisticdeploymentscenariogo assess
therealimpactof thesealgorithms.

As describedin Sectionll, the power control loop initially
startsoff at the highestpower settingwhen initiating commu-
nicationwith a node. During the courseof subsequentommu-
nications,it ratchetghe power settingdown to alevel justabove
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which pacletlossoccurs(this shallbereferredto as“full blast”).
An alternatve mechanisninitially startsoff atthelowestpower
settingandthenratchetsup to the power level at which paclets
are acceptedthis shall be referredto as“low blast”). The low
blastmechanisnhasthe advantagevhennodesarecloseto each
othersinceit avoids a “shoutingmatch” problem. As expected,
the above graphsshow thatthe low blastalgorithmhasa lower
enegy consumptionpatternand offers slightly higher overall
throughput.However, it experiencesaninitial delayin commu-
nicationbetweerdistantnodeswhenthey ratchetup their trans-
missionpower levelsuntil communicatiorcanbe established.
Figures8 and9 aresimilar to the previoustwo graphsexcept
thatthe horizontalaxesaredifferent.All thepointsonthegraphs
relateto amaximumnodespeedf 10m/sandaconnectiorcount
of 28 TCPsessionsThesegraphsattemptto shav how the ben-
efitsof thepower controlMAC changeat variousnodedensities;
we vary thedensityof nodeshy varyingthe simulatedfield area.
As we previously hinted,the main benefitsof the power con-
trol loop resultfrom two factors. Firstly, thereis the reduction
in enegy consumedvhentransmittingat a lower power level,
offset by the extra enegy consumedn transmittingthe power
controlinformationbits in the MAC messagéieaders.This re-
ductionin enegy consumedneanghatthereis moreenenpy left
for transmittingmorebytes,thusalsoincreasinghe throughput
of the system. Secondly by reducingthe power level of trans-
mitted signals,the power control loop reducesthe averagein-
terference This helpsto improve throughputbecausenoredata
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canbe in flight at the samepoint in time. This alsotranslates
into areductionin enegy consumedecauseherewill befewer
transmissionshatresultin collisions/ corruptionsrequiringre-
transmissions.

Oneway to assesghe relative benefitsof thesetwo factors
is to remove the first from the simulations. By not alteringthe
enegy consumedwvhen transmittingpaclets (i.e., transmitting
ary paclet coststhe sameenegy asin the unmodifiedMAC),
we canstudy the benefitobtainedonly from a reductionin in-
terferenceThe“Full Blastw/o Enegy BudgetChange'linesin
Figures8 and9 reflectthecomparisorbetweerthepowercontrol
MAC andthe unmodifiedMA C whenthe transmitenegy bud-
getis fixed. Up to a squarefield lengthof 700m,the two lines
areclose.Thismeanghatin smallareasmostof thebenefitsob-
tainedby thepowercontrolaredueto areductionin interference.
Asthefield sizeincreaseshe“Full Blast” line risesmuchhigher
thenthe other For largerfield sizes,the benefitsaremostly due
to areductionin thetransmitenegy costs.

In this section,we have shavn thatthe useof simulationmo-
delsbasednrealusageapplicationgatherthanrandommodels
arebeneficial. Without them, the true benefitsor pitfalls of new
algorithmsor optimizationamaynotberealized.We have quanti-
fiedtheadvantage®f usingpower controlloopsfor ad-hoowire-
lessnetworks. We have alsodiscussetheeffectsthatbringabout
theseimprovementsn throughputandenegy consumption.

V. CONCLUSIONS

Ad-hoc wireless networks will be employed in situations
wherethe communicatingnodeswill not have accesgo wired
power sourcessuchasan electricity grid. Thesenodesvary in
size,but mary will besmallunitsandthuswill have very limited
enegy cellsandenegy scarengingabilities. A significantpor-
tion of a nodes enegy budgetwill be spentin communication.
Thusit is importantto explore new algorithmsthatminimize the
enegy costof communication.We have proposeda methodol-
ogy for achiezing low power consumptiorin ad hoc networks.
Pawer controlatthe MAC layer selectghe minimumamountof
transmitenegy neededo exchangemessagebetweerary pair
of neighboringnodes.We have describedour distributed power
controlalgorithmin detailandevaluatedt by meanof extensive
andrealisticsimulationmodels. Theserealistic simulationmo-
delsincorporategroup mobility patterns,grouptraffic patterns
and blockagemodels. We have shovn that our power control
loop improves enegy consumptionand throughputby 10-20%
and15%,respectiely.
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