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Abstract—Marching into nano-scale technology, probability of
soft errors and crosstalk faults has increased by about 6-7 times.
Since buffers occupy about 40-90% of the switch area, the
probability of soft errors in switches is significant. We propose
a deflection-aware routing algorithm (DAR) combined with an
information redundancy technique to cover the soft errors and
crosstalk faults in the header flow control units (FLIT). We also
introduce an interleaving method along with a simple hamming
code to tolerate the errors in data and tail FLITs. The proposed
methods have been evaluated in both circuit and simulation level
through a simulator written in C++, Booksim 2, and Synopsys
Design Compiler. The evaluation results show that we can cover
the soft errors and crosstalk faults with reasonable power and
performance overhead of 3% and 6.5% respectively.

Index Terms—Network on Chip, Soft Error, Crosstalk Fault.

I. INTRODUCTION

As the VLSI technology further scales down, designers are
able to integrate a huge numbers of processing cores into
a single die. This integration of cores leads to designing
many-core systems with new communication requirements.
Network on chip (NoC) has become a promising and revolu-
tionary paradigm for the communication of this unprecedented
abundance of on-chip cores in the recent past years [1]. In
a NoC architecture, a packet is broken down into multiple
flow control units called FLITs. These FLITs are sent and
received in the communication channels by the means of
wires between the cores. Every FLIT arriving in any middle
router is temporary stored in an input buffer until resources
are freed. During FLIT transmission, accuracy of data transfer
can be threatened by serious reliability concerns such as soft
errors and crosstalk faults. Theses reliability concerns would
become more serious with technology scaling. According
to International Technology Road map for Semiconductors
(ITRS) [2], most of soft errors are in Multi Bit Upset (MBU)
form in the chips fabricated after 2016. Although MBUs can
be appeared in the form of different patterns, the probabilities
of contiguous MBU patterns would be more than the other
MBU patterns [2], [3]. Moreover, data reliability can also be
threatened by crosstalk fault which occurs due to coupling
and inductance capacitance among adjacent wires of NoC that
can result in unwanted voltage glitches, delay, and speed up
in rising/falling transitions appearing on the victim wire [4]
[5] [6]. To the best of our knowledge, prior research cope
with soft error and crosstalk faults independently and mostly
focus on the Single Bit Upset (SBU) or few patterns of Multi
Bit Upset (MBU), whereas we mainly focus on the Multi Bit
Upset (MBU) patterns while covering all SBUs.

In this paper, we propose a deflection-aware routing al-
gorithm (DAR) along with a data redundancy technique to

account for soft errors within the header FLIT. Moreover, split
interleaving along with hamming code is also used to deal with
the faults within the data and header FLITs .

The rest of the paper is organized as follows. An overview
of NoC architecture and the motivation is presented in Section
II. Section III and IV discusses the proposed methodology
and evaluation results respectively. Sections V discusses the
literature and finally conclusion remarks are given in Section
VI.

II. BACKGROUND AND MOTIVATION

NoC Topology: The way processing elements are connected
together is called the NoC topology. The NoC topology de-
termines performance/cost. There are different NoC topologies
including star, ring, and mesh to trade performance of the NoC
against its cost. In this paper, we target 8X8 2D-mesh topology
since it is the most popular NoC topology [1].

NoC Routing Policy: XY routing policy that is a determin-
istic routing algorithm is chosen in our research which delivers
high performance in a 2D-mesh topology [7].

NoC Switching Policy: NoC switching strategy determines
data flow through the routers of NoC. There are different types
of switching algorithms including Wormhole, store and for-
ward, and virtual cut through. In this paper, we use wormwhole
switching algorithm which is widely used in NoCs due to its
low latency and small requirements at the nodes.

NoC Packet Format: Each packet is subdivided into FLITs.
Each packet contains header FLIT and data FLITs. The header
FLIT allows for a flexible source-directed routing scheme and
data FLITs contain the information.

NoC Reliability Challenges: Soft errors [8], [9] and
crosstalk [10]–[12] are among notable types of errors that
occur in NoCs. Technological advances are also compounding
the soft errors rates. The rate of soft errors has been increased
about 6-7 times from 130nm to 30nm technology [3].

Prior research mainly focus on SBUs [13], [14], whereas
ITRS estimates that most of the soft errors occurring in chips
manufactured after 2016 will be in the form of multiple-bit
upsets [2]. Given that 40-90% of the chip area is occupied with
buffers [15], [16], there is a high chance of having MBUs in
the buffers. This signifies importance of addressing soft errors,
particularly MBUs. Hence, this paper focuses on crosstalk and
MBUs as the major challenges towards reliability of NoCs.

III. PROPOSED METHOD

Due to importance of the header FLITs, different approaches
are considered to deal with faults within the header FLITs and
other types of FLITs including data and tail FLITs. Header
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Fig. 1: Header FLIT recovery scheme.

FLITs need more protection compared to the other types of
FLITs. This is because, header FLIT is used in the routing
algorithm. Any faults could potentially change the routing
information which results in a wrong destination.

A. Header FLIT Fault Coverage

To deal with the faults within the header FLIT, we pro-
pose DAR algorithm along with an information redundancy
technique. Moreover, to address soft error and crosstalk faults
within the other FLITs, we introduce an interleaving tech-
nique in conjunction with a simple information redundancy
technique.

1) Header FLIT Fault Detection: There are two phases
dealing with the faults within the header FLITs. 1) fault
detection phase and 2) fault recovery phase. In detection
phase, we propose a detection algorithm called Deflection-
Aware Routing (DAR) which is discussed in the following:
Deflection-Aware Routing (DAR): During FLIT transmission
between two adjacent nodes, a soft error in the buffer or
crosstalk fault in the channel can corrupt the data and po-
tentially lead to a wrong destination. Lets assume node 1 is
the current node (source/sender) and node 2 is the next node
in the deterministic routing path (next receiver node). We also
assume the header FLIT is not faulty during the routing stage
in node 1. However, there might be soft errors in the output
buffers of node 1 or crosstalk faults in the communication
channel between node 1 and node 2 before routing stage in
node 2. We already calculated the routing information in node
1 and the header FLIT is on it’s way to node 2. If there is a
fault in header FLIT between the routing stages in node and
node 2, we can not detect it in node 2 anymore and routing in
node 2 could lead to a wrong destination. In other words,
given faulty header FLIT, if routing is performed in node
2, it could result in a deviation from the main routing path
and consequently, the next receiver node might be a wrong
destination. To detect such errors which might occur following
routing in node 1, we duplicate the routing algorithm. Once in
node 1 (local sender) with the correct header FLIT and then, in
the node 2 (local receiver) with potentially faulty header FLIT.
Hence, we execute the routing algorithm in node 2 assuming
that we are still in node 1. If there is any deflection in the

routing, node 2, potentially, could not be the correct node
anymore. So, by re-calculating routing in node 2 and assuming
we are still in node 1, we can detect the error and fault recovery
phase would be initiated. However, there is no guarantee that
we can detect all errors. To cover the errors which are not
detected by DAR, we employ a simple information redundancy
scheme which is explained in the following.
Implementation Details: Given the mesh topology of our NoC
and being aware of the input port of the received packet, we
can calculate the transmitter address. Also, we are aware of
the receiver node address. In each node, we execute both main
and DAR algorithm. To eliminate performance overhead of
duplicate routing, we first execute the main routing to find
address of the next node in the routing path. This means, we
assume there is no fault in the header FLIT which guarantees
lack of performance overhead in no-faulty cases. In the next
step, while the header FLIT traverses switches inside the
receiver node, we initiate DAR algorithm. Based on input
port of the packet at receiver node, we find address of the
transmitter node and pass this address to the routing algorithm
that is supposed to execute in receiver node. In other words,
we duplicate the routing algorithm; one, assuming none-faulty
header FLIT in transmitter and second faulty header FLIT in
the following receiver node with assumption of being in the
previous transmitter node. There are two scenarios. (1) The
output of DAR is not equal to the current receiver node which
shows the header FLIT is faulty. (2) The output of DAR is
equal to address of the current receiver node. Even in case 2,
header FLIT might be faulty but we were not able to detect it
by DAR. This is because, even with the faulty header FLIT,
receiver node is still in the correct routing path but might end
up at faulty destinations in the next nodes. According to results
shown in Table II, DAR algorithm is more capable of detecting
complex fault patterns. It means complex fault patterns have
higher chance of leading to a wrong destination.

According to extracted fault patterns shown in table I [3],
faults are mostly in the form of two contiguous bits and single
bit. Hence, we further employ 2-bit-parity to detect errors that
were not detected by DAR. This would be enough for all single
and contiguous 2-bit errors. One parity bit is used for even bits
and the other parity bit is used for odds bits.

Based on trade-off between performance, power and area
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overhead, DAR can be implemented in two different schemes.

Area and power aware approach: To implement the DAR al-
gorithm while considering area and power efficiency, we can
use the same router which is used for main routing algorithm.
The hardware redundancies will be limited to simple address
generator and comparator. Address generator produces address
of previous transmitter node based on the input channel of the
receiver. Comparator is used to compare address of receiver
node and output of DAR algorithm. In this approach, there is
no performance overhead with no faults in the system. This
is because first, we execute the normal routing algorithm with
assumption of no faults and after that we execute the DAR
algorithm. If any faults is detected, we drop the header FLIT
which is still in the current node and execute the main routing
algorithm based on the header FLIT which is buffered in the
transmitter node.

Performance-aware approach: In this approach, we employ an
extra router which is able to perform DAR simultaneously with
the normal routing algorithm. In this mechanism, beside the
redundancies which were mentioned in the previous section,
we need an extra router which duplicate the area, power
overhead of router. Considering the area, power overhead,
and negligible performance overhead of previous approach,
we employ the main router for DAR as well.

2) Header FLIT Fault Recovery: Due to different fault
patterns, which make it difficult to recover the original in-
formation, we store a copy of header FLIT in the spare buffer
located in the transmitter node until we verify the correctness
of the header FLIT in the receiver node. As shown in Figure
1, a spare buffer is used to store the header FLIT. Each time a
header FLIT is arrived at a node, it is stored in both main and
spare buffers. In the receiver node, we first verify correctness
of the header FLIT. If any error is detected, spare FLIT stored
in the spare buffer of the sender node, will be requested.
During this time, header FLIT should remain in the spare
buffer of the sender node. For an ideal NoC, this time is 4
cycles. This is because, routing algorithm, switch traverse, and
communication channels crossing take one cycle each and one
more cycle is needed for requesting a spare header FLIT. The
buffer used in each node is a queue and spare buffer is a
barrel shifter register which its length equals to the number of
cycles of the interval time (4 cycles). As shown in the Figure
1, in faulty cases, re-transmission signal which is sent from
the receiver node, fetches the FLIT from spare buffer which
is not faulty. For the spare buffer, we use barrel shifter since
we should re-buffer header FLIT in the spare buffer in case
there is a fault again.

TABLE I: Ratio of multiple bit upsets in different
technologies.

Multiple Bit Upsets
Design Rule (nm) Total 2 3 4-8 8

180 0.5 0.5 0.0 0.0 less than 0.1
130 1.2 0.8 0.2 0.2 less than 0.1
90 1.9 1.5 0.2 0.2 less than 0.1
65 2.4 2.1 0.1 0.0 less than 0.1
45 2.3 1.9 0.2 0.1 less than 0.1
32 3.1 2.6 0.2 0.3 less than 0.1
22 3.9 3.0 0.2 0.3 0.1

B. Data FLIT Fault Coverage

Since, we are using Wormhole switching, there is only
buffer space for one FLIT in each node. Hence, we should
check the correctness of the data node by node and there is
mechanism to check the correctness of the data FLITs end to
end.

Since the error patterns are mostly in contiguous forms,
without simplifying the error patterns, we need to use compli-
cated fault detection/correction methods to coverage the data
FLIT errors. We introduce an interleaving algorithm that splits
the complex error patterns to simple error patterns. Dealing
with the simple error patterns is easier than complex error
patterns. According to the fault model introduced in [3], We
have at most Eight contiguous bits that could be faulty.

As shown in Figure 2, in a typical interleaving approach,
order of the input data is changed before sending the data
to faulty environment that Multiple Bit Upset (MBU) might
happen. For recovering, the data should be de-interleaved
again. As shown in Figure 3, since buffers are more error
prone, interleaving and De-interleaving is done before and
after the buffers respectively. Based on the fault model, we
need to cover at most 8-bit contiguous error patterns. So we
interleave the data so that every two adjacent bits are stored
in the buffer with minimum distance of 8 bits.

Interleaving would not be able to detect or correct the
data. It only simplifies error patterns so that dealing with
simplified error patterns could be done with simpler encoders
and decoders with less performance, power, and area overhead.
Without interleaving, we should employ a fault tolerant tech-
niques which are able to recover the Eight contiguous error
patterns which adds huge area/power and performance over-
head. However, as shown in Figure 3 using interleaving along
with a simple encoder such as Hamming encoder/decoder,
we can handle simplified error patterns. Beside, using Mat-
lab Simulink, we simulated the coverage capability of our
introduced split interleaving along with Hamming codes in
presence of different numbers of contiguous faulty bits. As
shown in Figure 4, our introduced split interleaving combined
with hamming code is able to cover all the contiguous faulty
bits, while the well-known interleaving techniques are not
suitable for the contiguous faulty bits.

As shown in Figure 3, there are Two phases in data FLIT
recovery scheme. First phase: encoding and interleaving data
before storing data into the buffer. And Second phase: De-
interleaving and decoding the data after reading from the
buffer. With this approach we can guarantee we are able to
recover all contiguous and non-contiguous faulty patterns with
less than maximum number of faults according to the fault
model.
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Fig. 2: Random Interleaving Scheme.



4

34 2 1 R34 2 1 R34 2 1 R23 14 23 14 23 14

2 31 42 31 4 34 2 1 R34 2 1 R34 2 1 R34 2 1 R34 2 1 R

Fig. 3: Encoding/decoding along with Random Interleaving
scheme.

The detailed scheme of data FLIT recovery scheme is shown
in Figure 3. As illustrated in the figure, Hamming encoder
and interleaver is employed before storing the data in virtual
channels (buffer) and De-interleaver and Hamming decoder is
employed virtual channels.

IV. EVALUATION METHODOLOGY AND RESULTS

Experimental Setup: Deflection-aware routing (DAR) is eval-
uated in different aspects. To measure the coverage capability
of DAR, a simulator is written in C++. The default routing
and switching algorithms are considered XY and Wormhole
respectively. XY routing algorithm is a deterministic algo-
rithm. In deterministic routing algorithm, given the packet’s
destination, routing path is unique.

To evaluate performance overhead of hardware redundan-
cies, Booksim 2 is employed [17]. Also, Synopsys Design
Compiler is employed to extract the power and area overhead
[18].

A. DAR Evaluation
To evaluate fault coverage capability of the DAR algorithm

and other simple data redundancy techniques, a simulator
is written in C++. In this simulator, network on chip with
mesh topology is implemented. The source and destinations
of packets are randomly chosen, and any deflection from
the main routing path is detected at each hop. In a faulty
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Fig. 4: Fault coverage capability of split interleaving in
compared to Block and Random interleaving.

TABLE II: Fault coverage capability of different mechanisms

Number of Injected Faults
FT Mechanisms 1 2 3 4-8

DAR (Deflection Aware Routing) 54 67 70 74
One bit parity 100 0 100 40
Two bit parity 100 100 100 99.95

DAR+ One bit parity 100 67 100 55.6
DAR+ Two bit parity 100 100 100 99.98

DAR+ One bit parity (Total) 76.17
DAR+ Two bit parity (Total) 99.99

case, as mentioned earlier, there are two situations. 1) The
faulty header flit is detected by employing the DAR. 2) The
faulty header flit is not detected by DAR. These faults can be
detected by employing simple data redundancies. According
to Table I, probability of 2-bit faults are more than other faults.
Single parity bit can not detect these faults. Since most of soft
errors are in contiguous form, with employing 2-bit parity, we
can cover most of the faults. According to our simulations,
coverage probability of different schemes are estimated. As
shown in Table II, DAR combined with two bit parity can
detect about 99.99% of soft errors while DAR combined with
single bit parity only can detect 76.17% of soft errors. Number
of faults are generated according to Table I.

1) Performance Evaluation: We employ the same router
which is used for the main routing algorithm. To minimize
performance overhead, DAR executes after the main routing
algorithm. Since other stages such as address generator and
comparing phase are executed simultaneously with the main
routing algorithm, they do not add performance overhead and
the performance overhead comes from DAR algorithm. In
NoCs, Router needs less than one cycle to execute routing
algorithm [1]. Based on the main routing algorithm length,
we might be able to execute the main routing and DAR
in one cycle. We call this situation as merged approach. In
merged approach, the DAR performance overhead is merged
with the main routing algorithm. In this case, the overhead
comes from the encoding/decoding phase which is less than
one cycle for NoC running at 1.2 GHz as illustrated in Table
IV. Using Booksim simulator, we have extracted the average
packet latency in presence of different traffic patterns. As
shown in Figure 5, blue dashed line shows the average latency
of merged approach which is measured for traffics including
Tornado, Uniform, Bitcomp, and Transpose. X-axis denotes
injection rate and Y-axis denotes average packet latency. The
routing delay, switching delay, virtual channel allocation are
considered one cycle. The packet length and virtual channel
length are 5 flits and 128 bit respectively. As shown in the
Figure 5, there is about less than 3% performance overhead
in presence of different injection rates in comparison to the
baseline configuration.

In case, if DAR and main routing algorithm need more
than one cycle to finish their execution. We call this approach

TABLE III: Area and Delay Overhead

Delay (ns) Area Overhead Ratio
at Each Node

Address Generator 0.38 0.005
Parity Bit Generator 0.39 0.017
Parity Comparator 0.42 0.011
Address Comparator 0.16 0.003
Multiplexer 0.22 0.025
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Fig. 5: Performance overhead in baseline vs. merged vs.
none-merged approach implementations.

as non-merged. In this case, it adds one more cycle to the
critical path. As shown in Figure 5, green dashed line shows
the average packet latency in presence of different injection
rates for non-merged approach. As shown in the Figure 5, in
non-merged implementation, on average, there is about 6.5%
performance overhead compared with the baseline.

2) Area and Delay Evaluation: In detection phase, a simple
comparator, parity generator and parity detector are used.
To evaluate the area, and performance overheads, all added
components are implemented in VHDL and synthesized with
Synopsys Design Compiler. Delay, and area overheads are
measured for 22nm technology. Table III shows these eval-
uation results for these components. According to the results,
address generator, parity comparator and address comparator
can overlap with the main routing algorithm and do not imply
any performance overhead to NoC pipeline.

TABLE IV: Memory, performance, and power overheads of
data FLIT recovery scheme.

Flit Length
(bits)

Hamming
(m, n)

Delay
(cycle)

Ratio of
Dynamic Power

Ratio of
Static Power

32 (7,4) 0.4333 0.0173 0.0045
40 (9,5) 0.4500 0.0178 0.0055
48 (10,6) 0.4750 0.0185 0.0070
56 (11,7) 0.4833 0.0192 0.0080
64 (12,8) 0.5000 0.0200 0.0095
72 (13,9) 0.5250 0.0210 0.0105
80 (14,10) 0.5417 0.0225 0.0125
88 (15,11) 0.5583 0.0230 0.0135
96 (17,12) 0.6083 0.0242 0.0170
104 (19,13) 0.6167 0.0250 0.0190
112 (19,14) 0.6250 0.0257 0.0195
120 (20,15) 0.6583 0.0262 0.0210
128 (21,16) 0.6917 0.0275 0.0225

B. Data-Flit Recovery Method Evaluation
For data FLITs, split interleaving along with data redun-

dancy technique is exploited to deal with data FLIT errors.
Split interleaver guarantees that contiguous faulty patterns are
divided into separate faults which can be covered by using
simple hamming encoder/decoders.

Assuming B and L as the maximum number of faults
and FLIT length, to determine the types of hamming en-
coder/decoders, we divide the FLIT size to the maximum
number of faults. If FLIT size is dividable to number of faults,
we need B hamming encoder/decoder, which each of them is
able to correct one fault at each data group of FLIT. The length
of each group is calculated according to Equation 1.

splittedgroup length = bL
B
c (1)

And if FLIT length is not dividable to number of faults,
the length of one of hamming encoder/decoders is calculated
according to Equation 2 and the length of other hamming
encoder/decoders is calculated according to Equation 1.

residueflit length = L mod B (2)

To find redundancy bits in each group, we use Equation 3.
The minimum value for r determines the number of redun-
dancy bits for each hamming encoder/decoder.

2r − r − 1 > N (3)

So, hamming codec (Ni+r, Ni) is needed to tolerate one
fault at each group of data in which Ni equals to the length
calculated according to Equations 2 and 3, and r is the number
of redundancy bits.

Area, and performance overheads of this approach is shown
in Table IV. To find the area, power and performance over-
heads, the hamming codecs are implemented in VHDL and
synthesized with Synopsys Design Compiler. As shown in
Table IV, the performance overhead of the hamming codes
are reasonable. For different hamming codes, the maximum
performance overhead added to network on chip, is less than
0.83 ns or 0.69 cycle when the NoC is running at 1.2 GHz.
But if the frequency is greater than 1.2 GHz and less than
about 3.2 GHz, it only adds two cycles to the node pipeline.
With these values, we observe the same performance overhead
as shown in Figure 5.

V. RELATED WORK

The soft and hard error and their impacts on the relia-
bility and efficiency of the similar many-core architectures
are addressed in several researches [19]–[22]. However, the
reliability of communications channels in network-on-chips
(NoCs) is not thoroughly addressed and improving the NoC
reliability has a significant impact on state-of-art multi pro-
cessor’s overall performance and significantly impacts the
network cost, including area and power. We can divide the
NoC’s reliability approaches into Three main categories: 1)
Information-based redundancy techniques. 2) Hardware-based
redundancy methods. and 3) Routing based methodologies.
In information-based redundancy techniques, researches have
used different redundancy techniques including parity, SEC-
DED [23], and CRC [24]–[26] w.r.t to the fault rate and
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application. Also, there have researches that explore reliability-
aware design of NoC architecture [27]–[30]. For instance,
Dutta Et al [27] introduce changing the router architecture to
enable a low cost error correcting code to protect NoC router
against single bit upset. Previous researches do not consider
MBUs thoroughly and only focus on SBU and particular
patterns of MBUs.

Fault tolerant routing based algorithms mostly have been
proposed to cope with permanent faults. There are Two
kinds of fault tolerant routing algorithms known as stochastic
and deterministic routing. For example, in stochastic routing
algorithms, a huge amount of packets are transferred through
several paths to avoid potential faults. A probabilistic broad-
cast which is derived from a randomized gossip protocol
is introduced by [31]. In stochastic fault tolerant routing
algorithms, the bandwidth is wasted due to transfer of re-
dundant packets which degrades the throughput of the NoC.
Redundant Random Walk reduces the amount of extra packets
by replicating the packets only at the source node [32]. To
detect the routing deflection, an adaptive routing algorithm is
introduced in [33]. The routing decision is made based on the
cost function considering the route length and local fault status.
However, the routing decision which is based on the only fault
information of the current router, can lead to live-lock.

VI. CONCLUSION

In this paper, a new deflection-aware routing along with an
information redundancy techniques was introduced to maintain
the reliability of header FLITs. We also introduced Split
interleaving combined with hamming codes to cover the data
FLIT errors. Our proposed mechanisms, were evaluated in
both circuit level and simulation level. A simulator was written
in C++ to calculate the fault coverage capability of header
flit fault detection scheme. To find the area, performance,
and power overheads of hardware redundancies, we imple-
mented and synthesized them in VHDL and Synopsys Design
Compiler respectively. The evaluation results show that the
proposed methods achieve high reliability while maintaining
performance requirements.
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