
Virtual Machine
• Virtual Machine Types

– System Virtual Machine: virtualize a machine
– Container: virtualize an OS
– Program Virtual Machine: virtualize a process
– Language Virtual Machine: virtualize a language environment

• Virtualization Techniques
– Paravirtualization (e.g., Xen)
– Binary rewriting with Ring Deprivation (e.g., VMWare)
– Dynamic Binary Translation (e.g., QEMU)
– Hardware Virtualization (e.g., KVM)
– System Call Level Virtualization (e.g., Linux Container)

























































































Extended Page Tables (EPT)

• A VMM must protect host physical memory
– Multiple guest operating systems share the 

same host physical memory

– VMM typically implements protections through 
“page-table shadowing” in software

• Page-table shadowing accounts for a large portion of 
virtualization overheads
– VM exits due to:  #PF, INVLPG, MOV CR3

Goal of EPT is to reduce these overheads



What Is EPT?

• Extended Page Table
• A new page-table structure, under the control of the VMM

– Defines mapping between guest- and host-physical addresses
– EPT base pointer (new VMCS field) points to the EPT page tables
– EPT (optionally) activated on VM entry, deactivated on VM exit

• Guest has full control over its own IA-32 page tables
– No VM exits due to guest page faults, INVLPG, or CR3 changes
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EPT Translation:  Details

• All guest-physical memory addresses go through EPT tables
– (CR3, PDE, PTE, etc.)

• Above example is for 2-level table for 32-bit address space
– Translation possible for other page-table formats (e.g., PAE)













VT-d Overview:
Intel Virtualization Technology

For Directed I/O



Options For I/O Virtualization

Pro:  Higher Performance

Pro:  I/O Device Sharing

Pro:  VM Migration

Con:  Larger Hypervisor
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Pro:  Highest Performance

Pro:  Smaller Hypervisor

Pro:  Device assisted sharing

Con:  Migration Challenges
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VT-d Goal: Support all Models

Pro:  High Security

Pro:  I/O Device Sharing

Pro:  VM Migration

Con:  Lower Performance
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VT-d Overview

• VT-d is platform infrastructure for I/O virtualization
– Defines architecture for DMA remapping

– Implemented as part of platform core logic

– Will be supported broadly in Intel server and client chipsets
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VT-d Usage

• Basic infrastructure for I/O virtualization
– Enable direct assignment of I/O devices to unmodified or 

paravirtualized VMs

• Improves system reliability 
– Contain and report errant DMA to software

• Enhances security 
– Support multiple protection domains under SW control

– Provide foundation for building trusted I/O capabilities

• Other usages
– Generic facility for DMA scatter/gather

– Overcome addressability limitations on legacy devices



Memory-resident Partitioning And 
Translation Structures
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VT-d: Remapping Structures
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VT-d supports hierarchical page tables for address translation
Page directories and page tables are 4 KB in size

4KB base page size with support for larger page sizes

Support for DMA snoop control through page table entries

VT-d hardware selects page-table based on source of DMA request 
Requestor ID (bus / device / function) in request identifies DMA source

VT-d Device Assignment Entry



VT-d: Hardware Page Walk
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VT-d:  Translation Caching

• Architecture supports caching of remapping structures
– Context Cache:  Caches frequently used device-assignment entries

– IOTLB:  Caches frequently used translations (results of page walk) 

– Non-leaf Cache:  Caches frequently used page-directory entries

• When updating VT-d translation structures, software enforces 
consistency of these caches
– Architecture supports global, domain-selective, and page-range 

invalidations of these caches

– Primary invalidation interface through MMIO registers for synchronous 
invalidations

– Extended invalidation interface for queued invalidations
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How Intel Virtualization Technology
Address Virtualization Challenges

• Reduced Complexity
– VT-x removes need for binary translation / paravirtualization
– Can avoid I/O emulation for direct-mapped I/O devices

• Improved Functionality
– 64-bit guest OS support, remove limitations of paravirtualization
– Can grant Guest OS direct access to modern physical I/O devices

• Enhanced Reliability and Protection
– Simplified VMM reduces “trusted computing base” (TCB)
– DMA errors logged and reported to software

• Improved Performance
– Hardware support reduces address-translation overheads
– No need for shadow page tables (saves memory)



Delivering Intel VT
• Established Intel Virtualization Technology Specifications for 

Intel based platforms  
– For the IA-32 Intel Architecture (Jan 2005) VT-x
– For the Intel Itanium Architecture (Jan 2005) VT-i
– For Directed I/O Architecture (March 2006) VT-d
– See  http://www.intel.com/technology/computing/vptech/

• Shipping Intel based platforms enabled with Intel VT
– VT-x:  Desktop in 2005, Mobile platforms and Intel Xeon     

processor based servers and workstations in 2006
– VT-i: Later in 2006, Intel Itanium processor based servers
– VT-d: Intel is enabling VMM vendors with VT-d silicon in 2006

http://www.intel.com/technology/computing/vptech/

