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ABSTRACT OF THE DISSERTATION

Hardware Acceleration of Irregular Applications Using Event-Driven Execution

by

Shafiur Rahman

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2021

Professor Nael Abu-Ghazaleh, Co-Chairperson
Professor Rajiv Gupta, Co-Chairperson

The consistent growth of DRAM memory bandwidth and capacity has enabled the com-

putation of increasingly larger workloads in high-performance computing. However, the

memory latency improvement over time is nominal, which severely bottlenecks the per-

formance of modern systems. Modern computers rely on the exploitation of data locality

using large cache hierarchies to keep the throughput high. Additionally, architects employ

multicore and multithreaded architectures to boost throughput by extracting parallelism.

However, irregular applications do not enjoy the same performance gain from these tech-

niques. The inadequate data locality in these applications renders the cache ineffective, and

the dynamic data dependence causes sub-optimal parallel processing. Hence, researchers

are motivated to look beyond conventional CPU and GPU platforms towards dedicated

hardware accelerators for these applications.

In this dissertation, we present strategies and architectures for accelerating irreg-

ular applications using the event-driven execution technique. We examine three irregular

applications – Parallel Discrete Event Simulation (PDES), Graph Processing, and Stream-
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ing Graph Analytics – to study their limitations in conventional systems and solve these

challenges using hardware primitives to build generalized accelerator frameworks. Our cus-

tom datapaths based on event-driven execution models promote parallelism and memory

bandwidth utilization in these applications.

The first application, Parallel Discrete Event Simulation, is inherently event-

driven. It demonstrates ordered irregular parallelism, characterized by strict ordering be-

tween tasks that constrains parallelism. First, we design an efficient hardware priority

queue, which becomes the core component of our event-driven systems. Then, we build

a highly scalable accelerator, PDES-A, that incorporates a decoupled datapath for robust

transmission of events and masking long memory access latency.

The second application, graph processing, has partial ordering among the tasks and

possesses similar dynamic data dependence. We convert the traditional iterative execution

model into an event-driven execution model. We demonstrate that fine-grained control over

the dynamic memory access patterns is achievable through strategic manipulation of events

to maximize spatial locality and, hence, memory bandwidth utilization. Our acceleration

framework, GraphPulse, uses this model to accelerate asynchronous graph processing.

Finally, we study a more complex variation of graph processing, streaming graph

analytics, to illustrate the extensibility of the event-driven model. This application has

multiple types of computation tasks and requires multi-phase execution. We employ incre-

mental recomputation of streaming data to reduce redundant computation. We develop an

incremental graph computation model suitable for the event-driven paradigm and subse-

quently develop JetStream to support streaming graphs using this algorithm.
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Chapter 1

Introduction

For years, the growth in high-performance computation capacity was facilitated

by the rapid increase in transistor density and clock speed in computer CPUs following

the predictions of Moore’s Law and Dennard Scaling [27]. However, the laws of physics

finally appeared as a barrier to this exponential growth preventing the ability to shrink

the transistors anymore than they already were. The end of Dennard Scaling restricts the

ability of software to scale the performance using larger and faster processors due to the Dark

Silicon effect. As a result, alternative strategies are required to support the rapidly growing

computational demands of the modern days. This incentivizes the push towards custom

hardware accelerators built for specific application domains. The accelerators can be orders

of magnitude more efficient in terms of performance and power since the complex pipelines

of modern CPUs can be streamlined and trimmed down. In addition, a large portion of

the industry workloads is a small set of repetitive tasks that can benefit significantly from

specialized accelerator units to execute them. The recent drive for integrating reconfigurable
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accelerators in the cloud, as seen in the Microsoft Catapult Project [78] and Amazon F1

FPGA instances [45], recognizes the industry demand for application-specific accelerators.

This dissertation explores the advantages of using event-driven execution to accel-

erate irregular applications in hardware. An event-driven system records an update task as

an event in a queue. It only performs the task when the event is scheduled. Such systems

visit a state only when necessary, thus, reducing the workload of the system. Furthermore,

the event-based model transforms the dynamic dependence of irregular applications into or-

der among the events to preserve correctness. Then, synchronization complexity is reduced

by controlling the flow of events in the system to enhance parallelism. Additionally, fine-

grained control over the state access pattern is possible by manipulating the order of events

processing. Thus, memory bandwidth can be optimized by scheduling the events to execute

the tasks in a memory-access-friendly pattern. Event-driven execution, however, does not

achieve expected performance in conventional shared-memory systems because the task pro-

cessing throughput becomes dependent on the performance of an ordered queue structure

containing the events. Such queues are challenging to implement with high performance in

software, and event storage becomes the critical bottleneck of the system.

Nevertheless, it is possible to overcome this challenge in hardware accelerators with

hardware primitives for robust event storage and transmission to achieve a high degree of

parallelism. The hardware acceleration of these applications offers two primary advantages.

• Low-latency and high-bandwidth on-chip communication: Hardware platforms such as

FPGAs support fast high-bandwidth on-chip communication, substantially alleviating

the communication bottleneck limiting the performance of irregular applications [107].
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• Specialized high-bandwidth datapaths: General-purpose processing provides high flexi-

bility but at the price of high overhead and a fixed datapath. A specialized accelerator,

in contrast, can more efficiently implement a required task without unnecessary over-

heads of fetching instructions and moving data around a general datapath. Moreover,

specialized hardware allows high parallelism limited only by the number of process-

ing units and the communication bandwidth available between them, as well as the

memory bandwidth available to the chip.

We approach the study of event-driven accelerator design from three perspectives.

First, we investigate the feasibility, profitability, and technical limitations of building

an event-driven system using hardware. Afterward, we analyze the adaptability of such

systems to different application domains that are not typically event-driven. Finally, we

explore the expansibility of the event-driven execution model for supporting complex

applications with multiple types of tasks and multiple phases of computations. Our study

confirms that event-driven execution can be a beneficial technique for accelerating diverse

application classes in hardware.

We examine three irregular applications – Parallel Discrete Event Simulation

(PDES), Asynchronous Graph Processing, and Streaming Graph Analytics – to investi-

gate and demonstrate the methodologies for designing accelerators using the event-driven

execution model. Parallel Discrete Event Simulation is an inherently event-driven applica-

tion. We establish the sustainability of a hardware architecture for event-driven execution

using Parallel Discrete Event Simulation as the target application. Graph Processing, on

the other hand, traditionally uses the iterative execution method. We demonstrate the tech-
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niques and considerations for the algorithmic conversion of an irregular application (Graph

Processing) to execute in an event-driven approach and develop an architecture to support

this execution model. Finally, we illustrate how the event-driven model can accommodate

multi-phased computation and diverse tasks to support complex application domains by

extending the execution model for streaming graph analysis.

In the remainder of this chapter, we describe the motivations for this dissertation

and the limitations of existing technologies in Section 1.1. We continue to present the

contributions of this dissertation in Section 1.2, Finally, we describe the organization of this

dissertation in Section 1.3.

1.1 Motivation: Challenges in Irregular Applications

While computer architects quickly adopted multicore and multithreaded architec-

tures to subvert the limitation in processor speed using parallel processing, this adds new

challenges for scaling the performance of high-performance workloads. The increasing gap

between the processing speed and memory bandwidth becomes the primary bottleneck in

processing performance in these systems. Historically, the DRAM memory has enjoyed

rapid growth in capacity, while the bandwidth increased at a much lower rate and the

DRAM latency increased nominally. The high capacity of DRAM memory enables modern

systems to undertake huge workloads, but the performance suffers because of long latency

and limited bandwidth. If memory latency and bandwidth become insufficient to provide

processors with enough instructions and data to continue computation, processors will ef-

fectively always be stalled waiting on memory. The trend of placing more and more cores
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on-chip exacerbates the situation since each core enjoys a relatively narrower channel to

shared memory resources. The problem is commonly referred to as memory wall, and it is

particularly acute in highly parallel systems.

In modern systems, these bottlenecks are alleviated using speculative execution

and large cache hierarchies. Many applications have little control flow divergence, pre-

dictable execution pattern, and high spatial or temporal locality receive good performance

boost from these techniques. However, some applications, dubbed Irregular Applications

have characteristics that prevent them from getting any significant improvements from these

techniques. Irregular applications have pointer-based indirection in their data structures

resulting in unpredictable memory access patterns and dynamic data-dependent control-

flow. Many critical HPC applications such as graph algorithms, machine learning, and

database operations fall in this category. These applications help derive actionable intel-

ligence from highly connected data of massive size, and they depend on highly dynamic,

multidimensional data structures such as graphs, trees, and grids.

In irregular applications, pointer-based memory indirections lead to data accesses

unrelated in any temporal or spatial sense. Such a lack of locality limits the performance

of modern processor architectures built on deep memory hierarchies and prefetching to

mitigate latencies. Moreover, irregular data structure-based applications usually have lim-

ited arithmetic intensity, as most of the computation time is spent navigating the data

structures. Thus, modern processors and accelerators designed to maximize floating-point

operations per memory access are a poor fit for these applications. These applications also

have large amounts of data parallelism as many data values can be explored in parallel.
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However, the dynamic data dependence between tasks makes it difficult to exploit this par-

allelism. Moreover, they often require fine-grained synchronization as concurrent threads

may compete to modify the same data elements. These irregular applications become the

prime candidates for hardware acceleration. The dedicated architecture can re-purpose or

discard the cache hierarchy to optimize memory access and use specialized hardware prim-

itives to establish a fast and effective synchronization mechanism. As a result, significant

parallelism and performance gain can be expected from the accelerator.

1.2 Contributions of the Dissertation

We have designed several computation models and accelerators for different appli-

cations during our research in the acceleration of irregular applications. These computation

models demonstrate techniques for efficient event-driven execution and serve as pointers for

adapting iterative applications into the event-driven model. We also built three accelerators

demonstrating the performance potential of the event-driven method.

1.2.1 PDES-A: Parallel Discrete Event Simulation Accelerator

PDES-A is the first hardware accelerator for Parallel Discrete Event Simulation.

It includes a hardware priority queue capable of fast insertion and retrieval. This pipelined

priority queue allows PDES-A to support many processing cores and achieve high through-

put. In addition, we relax synchronization by employing an optimistic execution with a

rollback mechanism for recovery. PDES-A provides excellent scalability for PDES Model

Phold for up to 64 concurrent event processors. Our baseline prototype outperforms a sim-
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ilar simulation on a 12-core 3.5GHz Intel Core i7 CPU by 2.5x. Afterward, we describe

re-designed PDES-A engines that relieve contention by partitioning all shared structures

such as event and state queues into multiple substructures. It also incorporates a decou-

pled datapath that significantly relaxes synchronization and improves the scalability of the

system. This optimized design results in another 25% improvement in throughput. The

optimized accelerator outperforms a 12-core Intel Core i7 by 3.2x while consuming less than

15% of the power.

1.2.2 GraphPulse: an Accelerator for Graph Processing

Our graph processing accelerator, GraphPulse, is the first asynchronous event-

driven graph processing accelerator. GraphPulse alleviates several performance challenges

faced in traditional software graph processing while bringing the benefits of hardware accel-

eration to graph computations. GraphPulse’s event-driven model decouples computations,

ergo memory accesses, from communications. In this model, memory accesses are only nec-

essary during vertex updates. As a result, one of the primary sources of random memory

access is eliminated. Moreover, synchronization is simplified by having the accelerator seri-

alize events destined to the same vertex; thus, the synchronization overhead of traditional

graph processing is reduced. At any point in time, the events present in the system nat-

urally correspond to the active computation. Thus the bookkeeping overhead of tracking

the active subset of the graph is also masked.

Supporting this model in software is difficult due to the high overheads of gener-

ating, communicating, managing, and scheduling events. GraphPulse architecture supports

events in the hardware queue and routes them using a fast on-chip communication network.
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Thus, it essentially eliminates event-related overheads and making the model more efficient

than software implementations. GraphPulse performs asynchronous graph processing, re-

sulting in substantial speedups due to greater exploitation of parallelism and faster conver-

gence. In addition to this, it introduces coalescing of events to control event population and

allow transaction safety. We enhance the model with a prefetcher and smart scheduler to

achieve high throughput. This design substantially outperforms software frameworks due

to its efficient memory usage and bandwidth utilization. GraphPulse outperforms software

frameworks on a 12-core Intel Xeon system by 28x with about 300x better energy efficiency.

1.2.3 JetStream: Accelerator for Streaming Graph Analytics

The last accelerator we built as part of this dissertation is JetStream, an accelerator

for performing incremental evaluations of streaming graphs. Graphs are constantly evolving

in real-world applications. Restarting a query from scratch on a mutated graph is wasteful

because the changes usually modify only a small subset of the graph. Thus, much of

the computation performed during reevaluation is redundant. Streaming graph systems

support incremental update of query results to address this inefficiency, resulting in order

of magnitudes speedups over cold-start recomputation. JetStream builds on GraphPulse

and uses the same event-driven asynchronous processing model. It extends the event-

driven graph computation model to support incremental computation for edge addition,

deletion, and updates. JetStream proposes an event-driven approach to reset and recover

after edge deletions for monotonic graphs. JetStream achieves 18x speedup over software

graph processing framework, GraphBolt. It also performs 13x better than compared to a

complete recomputation of the streaming graphs in GraphPulse.
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1.3 Organization of the Dissertation

We begin the rest of the dissertation by reviewing important literature related to

the applications considered in our work. Then, we describe the three accelerators that we

built in the following chapters. In Chapter 3, we present the design of a Parallel Discrete

Event Simulation accelerator, PDES-A. We explore the fundamental design considerations

and a baseline architecture for the accelerator in this design. We analyze the limitations

of the basic architectures that are resolved using a redesigned datapath in Chapter 4.

This chapter describes the optimizations for PDES-A and our techniques for designing a

decoupled datapath for the event-driven model.

Next, we present the limitations of conventional graph processing systems and

the development of event-driven methods to alleviate them in Chapter 5. This chapter

elaborates on the design considerations for event-driven execution and illustrates the trans-

formation of an iterative algorithm to an event-based model. We describe the architecture

of the GraphPulse accelerator in Chapter 6. This chapter also describes the evaluation of

the accelerator against state-of-the-art software and hardware graph analytics frameworks.

The last part of this dissertation describes the design of JetStream, an accelerator

for streaming graph analytics in Chapter 7. We present the challenges of incremental

computation and how the event-driven model can be extended to perform incremental

evaluation of streaming graphs. It is followed by the description of JetStream architecture

that implements this extended model in Chapter 8.

Finally, we conclude with a brief summary of our research and potential future

works in Chapter 9.
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Chapter 2

Related Work

In this chapter, we present previous works relevant to this dissertation. We orga-

nize the relevant literature into three sections. The first section reviews literature related

to the techniques and software frameworks for parallel discrete events simulation. Then, we

describe recent works on software and hardware-based graph processing systems. Finally,

we highlight crucial works in the field of streaming graph analytics.

2.1 Parallel Discrete Event Simulation

Discrete Events Simulation is heavily used in real-world simulations and perfor-

mance evaluations where systems change in discrete states. A wide range of domains ex-

tending from military simulations and war-gaming [34, 42] to epidemiology and molecular

biology [32, 114] uses discrete event simulation for studying vast simulation space, which

is prohibitively expensive with traditional time-stepped simulation methods. PDES is an

important tools for digital design simulation [63] industry as well.
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The parallel Discrete Event Simulation community extensively uses Phold [34]

models as a synthetic benchmark for profiling and evaluating PDES systems. The Phold

model consists of a model where an event is generated for a random destination whenever

a logical element receives an event. It is a communication-centric model to expose the

communication robustness of the simulation system. There is another model [55] that

utilizes real-world simulation profiles to generate more accurate and realistic synthetic PDES

models that are more parameterizable and customizable.

In recent years, researchers have developed and analyzed PDES simulators on var-

ious parallel and distributed platforms as these platforms have continued to evolve. The

widespread adoption of both shared and distributed memory cluster environments has moti-

vated the development of PDES kernels optimized for these environments, such as GTW[25],

ROSS[18] and WarpIV[95]. These systems can be conservative or optimistic simulators that

employ a diverse range of techniques for checkpointing, reverse computation, implementa-

tions of GVT, and anti-messages. Apart from the works on new simulation frameworks,

there are many individual works that experiment on optimizations for a particular system

or architecture. For example, Jagtap et al. [49, 106] proposed and analyzed several op-

timizations for multi-threaded PDES simulators to improve scalability on shared-memory

platforms such as Intel Core-i7 and such. One of the notable contributions of their work

involves the conversion of an MPI-driven strategy to a shared-memory threaded strategy.

Other PDES implementations explore various upcoming architectures. For exam-

ple, Jagtap et al. studies the performance of PDES [49] on the many-core Tilera architecture.

Their result displays good scalability, and the architecture proves capable of sustaining high
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throughput even under a heavy workload. A study of PDES in Intel Many Integrated Core

(MIC) system [20] suggests that full utilization of the Knights Corner processor’s vector

units are required to outperform the Xeon host processors. A PDES system designed by

Bauer et al. [9] replaces the checkpointing system in ROSS with reverse computation to

achieve close to linear speedup, utilizing 128K cores in the IBM Blue Gene Supercomputer.

Reverse computation tries to trace backwards the states using the opposite computation

of the regular update operation. Thus, it can eliminate the overhead for checkpointing

states and maintaining a global time if the computation can be rolled back using reverse

computation. Barnes et al. [8] extend the previous work to analyze performance in the Se-

quoia BlueGene/Q supercomputer with 2 million cores. Their experiments show impressive

throughput for PDES with an MPI-driven execution. Several researcher explore the use of

GPGPUs to accelerated PDES [76, 97, 77, 19]. In contrast to these effort, very few works

considered acceleration of PDES using non-conventional architectures such as FPGAs.

Other optimizations of PDES systems focus on improving the robustness and

throughput of the priority queue of the PDES system. For example, the study by Gupta

et al. [37] looks at the use of ladder queues for a lock-free event management structure

that can substitute the more commonly used linked list-based event queue. This work as-

sumes that the events in a small simulation time window have no dependence and can be

issued without sorting in an optimistic simulation system. Optimization to the calendar

queue is considerred in [68] to propose a lock-free non-blocking event pool woth O(1) time

complexity for both insertion and dequeuing. The event queue structure and its impact

on PDES performance have been studied in the context of software implementations [82];
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however, it is crucial to understand suitable queue organizations implemented in hardware.

Prior work has studied hardware queue structures supporting different features. For exam-

ple, hardware priority queues offer attractive properties for PDES such as constant-time

operation, scalability, low area overhead, and simple hardware routing structures. Simple

binary heap-based priority queues are commonly used in hardware-based implementations

but require O(log(n)) time for enqueue and dequeue operations. Other options have other

drawbacks; for example, Calendar Queues [13] support O(1) access time but are difficult

and expensive to scale in a hardware implementation. QuickQ[80] uses multiple dual-ported

RAM in a pipelined structure which provides easy scalability and supports constant-time

access. However, the access time is proportional to the size of each stage of RAM. There-

fore, configuring them to achieve a short access time necessitates many stages, which leads

to high hardware complexity.

2.2 Graph Processing

The next application, graph processing, is employed in many domains, including

social networks [96, 15, 22, 46, 30], web graphs [109], and brain networks [14], to uncover

insights from high volumes of connected data. Iterative graph analytics require repeated

passes over the graph until the algorithm converges. Since real-world graphs can be massive

(e.g., YahooWeb has 1.4 billion vertices and 6.6 billion edges), these workloads are highly

memory-intensive. Thus, there has been significant interest in developing scalable graph

analytics systems. Some examples of graph processing systems include GraphLab [64],

GraphX [36], PowerGraph [35], Galois [74], Giraph [3], GraphChi [60], and Ligra [90].
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Maiter [116] is a graph analytics framework for delta-accumulative computation, which is

the basis of the event-driven model. Maiter shows the computation model for a distributed

systems where vertices communicate only the incremental change in their states, and graph

updates incrementally accumulate in vertices to reach the final converged state.

Graph Accelerators

Template-based graph accelerators process hundreds of vertices in parallel to mask

long memory latency [4]. They use hardware primitives for synchronization and hazard

avoidance. Swarm [51] allows speculative execution to increase parallelism and support

commit and rollback on a many-core architecture so that when tasks proceed speculatively,

there is the option to revert with little overhead. This increases the number of concurrent

tasks processed for ordered or tree-based algorithms. However, inherent memory access inef-

ficiencies of graph algorithms still persist. Spatial Hints [52] uses application-level knowledge

to tag tasks with specific identifiers for mapping them to processing elements which allows

better locality and more efficient serialization, thus, addressing the inefficiencies of Swarm.

Chronos [1] provides another hardware acceleration framework based on speculative execu-

tion. On the other hand, serialization becomes unnecessary after coalescing in GraphPulse

since transaction safety is implicitly guaranteed by the execution model and architecture.

Ozdal [75] proposes a graph processing architecture in hardware that takes ad-

vantage of a hardware-based commit queue to provide transaction safety in asynchronous

graphs. Graphicionado [38], a pipelined architecture, optimizes vertex-centric graph models

using a fast temporary memory space. It improves locality using on-chip shadow memory for

vertex property updates. Throughput increases due to reduced memory consistency over-
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heads and higher memory bandwidth using the temporary storage. However, GraphPulse

substantially outperforms Graphicionado due to the advantages of the event-driven model

over conventional models. Graph processing systems for FPGAs include ForeGraph [23],

Zhou et al. [119, 120] etc.

PIM-based solutions

These solutions lower memory access latency and increase performance. Tesser-

act [2] implements simplified general-purpose processing cores in the logic layer of a 3D

stacked memory. Like distributed graph processing, it uses messages to access/update

data. GraphPIM [73] replaces atomic operations in the processor with atomic operation

capability in Hybrid Memory Cube (HMC) 2.0 to achieve low latency execution of atomic

operations. Another solution explores robust partitioning and cross-communication to fit

large graphs in 3D stacked memory [113]. There have been other recent works that focus

on architectures for PIM-based graph processing, such as GraphP [112], and GraphQ [121].

Our approach has the potential to be advantageous on PIM platforms too, because memory

accesses are simplified, and the complex scheduling and synchronization tasks are isolated

to the logic layer.

Tolerating irregular memory accesses

The propagation blocking technique for PageRank [10] temporarily holds contribu-

tions in hashed bins in memory, merges contributions to the same vertex, and later replays

them to maximize bandwidth utilization and cache reuse. However, it entails the overhead

of maintaining bins. Zhou et al. [119, 120] store contributions temporarily to memory and
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combines them using hardware when possible for the edge-centric model. Due to a large

number of edges, there is a substantial increase in random memory writes to temporary bins

and small combination windows limit combining. To optimize irregular memory accesses,

IMP [110] uses a dynamic predictor for indirect accesses to drive prefetching. HATS [70]

proposes a hardware-assisted traversal scheduler for locality-aware scheduling to increase

data reuse. RAts [92] memory model exploits commutativity in atomic operations to reduce

complexity. In contrast, GraphPulse coalesces the application’s computations rather than

memory operations and controls the scheduling and frequency of vertex accesses to improve

memory access patterns.

Efficient vertex update handling

Since vertex updates are a crucial bottleneck in a graph-analytics application,

some prior works focus on improving the locality and cost of scattering updates to the

neighbors. Beamer et al. [10] uses Propagation Blocking to accumulate the vertex contribu-

tions in cache-resident bins instead of applying them immediately. Later, the contributions

are combined and then applied, thus eliminating the need for locking and improving spatial

locality. Propagation Blocking technique creates perfect spatial locality but fails to uti-

lize potential temporal locality for vertices having many incoming updates since updates

are binned and spilled to memory first. Other methods exploit commutative nature of

the reduction (apply) operation seen in many graph algorithms to relax synchronization

for atomic operations. Coup [111] extends the coherence protocol to apply commutative-

updates to local private copies only and reduce all copies on reads. This reduces read and

write traffic by taking advantage of the fact that commutative reduction can be unaware of
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the destination value. PHI [71] also uses the commutativity property to coalesce updates

in private cache and incorporates update batching to apply scatter updates in bulk while

reducing the on-chip traffic further. Both PHI and Coup optimize memory updates, but

have no fine grain control over the memory access pattern. Like PHI, GraphPulse utilizes

commutative property to fully coalesce updates using the specialized on-chip queue. Fur-

thermore, GraphPulse applies these updates at a dataflow-level abstraction to reorder and

schedule updates for maximizing spatial locality and bandwidth use.

Dataflow architectures

GraphPulse bears some similarities to dataflow architectures in that computation

flows with the data [98, 57, 24, 44]. The Horizon architecture supports lightweight context

switching among a massive number of threads for tolerating memory latency. It heavily relies

on the compiler [24] but dynamic parallelism in graph applications is not amenable to similar

compiler techniques. The SAM machine [44], which is a hybrid dataflow/von Neumann

architecture, employs a highspeed memory (register-cache) between memory and execution

units is a better match for graph applications. However, neither of these architectures

address issues in graph processing addressed by GraphPulse. Specifically, GraphPulse uses

data-carrying events to eliminate random and wasteful memory accesses, coalescing strategy

eliminates atomic operations and reduces storage for events, and event queues improve

locality and enable prefetching.
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2.3 Streaming Graph Processing

Taxonomy on streaming graph analytics is not yet well-established and several

conventions are observed for streaming graph papers. Most works refer to a graph system

where new edges additions or deletions appear over time as streaming graphs. However,

these graphs are also referred to as time-evolving [47], dynamic, or continuous [28] in many

literatures.

A number of streaming graph frameworks have been developed that are based on

the BSP [100] model similar to a software framework like Pregel [65]. Of these frameworks,

Kineograph [21], Tornado [89], Naiad [72], and Tripoline [53] are limited to growing graphs

(i.e., deletion updates are not allowed). In contrast, Kickstarter [103], GraphBolt [67], and

DZiG [66] support both addition and deletion of edges. Our work in this dissertation,

JetStream, supports both the addition and deletion of edges.

Streaming graph frameworks employ various techniques for performing incremental

computations. Some frameworks put the responsibility on the end-user to write methods

for discovering inconsistent vertices after graph mutation is applied. GraphIn [88] and

EvoGraph [87] use this technique. The user-defined method detects whenever inconsistency

arises in a graph based on the batch of edge updates and schedules the updated vertices for

recomputation. GraphBolt [67], and KickStarter [103] on the other hand, automatically

detects the affected vertices using a dependence tracking technique built into their systems.

There is a difference between the targeted class of graph algorithms between GraphBolt and

KickStarter. KickStarter targets a class of algorithms that have monotonic properties and

selects a single edge update to set the property of a vertex. GraphBolt, on the other hand,
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proposes a dependency tracking technique that works on graph algorithms of iterative nature

and accumulative update functions. GraphInc [16] uses a memoization-based technique to

support incremental evaluation on iterative graphs. This technique attempts to preserve the

states of all computations performed and attempts to reuse the preserved states to answer

a graph query quickly. Other frameworks, such as KineoGraph [21] maintain a snapshot

of the graph states at repeated intervals and recompute the differences in the snapshot to

identify the part of the graph that needs recomputation. This strategy works even when

vertex update computations are not minimalistic or deterministic.

There are also designs of graph representations to support high-throughput graph

updates, such as Aspen [29], STINGER [31], and Version Traveller [54]. Other works

handling changing graphs include GraphTau [48], Vora et al. [102], Chronos [40]. However,

these works consider scenarios in which historical data is being analyzed, i.e., graph versions

are available a priori. GraSU [108] provides the first FPGA-based high-throughput graph

update library for dynamic graphs.
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Chapter 3

PDES-A: Parallel Discrete Events

Simulation Accelerator

In this section, we introduce a baseline design targeted to run a PDES system in an

FPGA. The design focuses on the development of a high performance pipelined queue with

constant time insertion and dequeue to facilitate maximum parallelism in the accelerator.

It provides a simple datapath with all the components required for a PDES engine.

3.1 Parallel Discrete Event Simulation

A discrete event simulation (DES) models the behavior of a system that has dis-

crete state changes. This is in contrast to the more typical time-stepped simulations where

the complete state of the system is computed at regular intervals in time. DES has ap-

plications in many domains such as computer and telecommunication simulations, war-

gaming/military simulations, operations research, epidemic simulations, and many more.
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PDES leverages the additional computational power and memory capacity of multiple pro-

cessors to increase the performance and capacity of the simulation, allowing the simulation

of larger, more detailed models and the consideration of more scenarios in a shorter amount

of time [33].

In a PDES simulation, the simulation objects are partitioned across a number of

logical processes (LPs) that are distributed to different Processing Elements (PEs). Each

PE executes its events in simulation time order (similar to DES). Each processed event can

update the state of its object, and possibly generate future events. Maintaining correct

execution requires preserving time stamp order among dependent events on different LPs.

If a PE receives an event from another PE, this event must be processed in time-stamped

order for correct simulation.

To ensure correct simulation, two synchronization algorithms are commonly used:

conservative and optimistic synchronization. In conservative simulation, PEs coordinate

with each other to agree on a lookahead window in time where events can be safely executed

without compromising causality. This synchronization imposes an overhead on the PEs to

continue to advance. In contrast, optimistic simulation algorithms such as Time Warp [50]

allow PEs to process events without synchronization. As a result, it is possible for an LP

to receive a straggler event with a time stamp earlier than their current simulation time.

To preserve causality, optimistic simulators maintain checkpoints of the simulation, and

rollback to a state in the past earlier than the time of the straggler event. The rollback

may require the LP to cancel out any event messages it generated erroneously using anti-

messages. This approach uses more memory for keeping checkpoint information, which need
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to be garbage collected when they are no longer needed to bound the dynamic memory size.

A Global Virtual Time (GVT) algorithm is used to identify the minimum simulation time

that all LPs have reached: checkpoints with a time lower than the GVT can be garbage

collected, and events earlier than the GVT may be safely committed.

3.2 PDES-A Design Overview

FPGAs are progressing quickly in terms of both capabilities and integration with

computing platforms making them increasingly accessible to programmers. However, con-

cerns regarding longer development time and different development tools, and lack of flex-

ibility and portability are significant impediments to FPGA adoption. Considering these

concerns, our goal is to enable simulation of different applications within an easy-to-use

framework. An interesting characteristic of PDES simulation algorithms is that, despite

the irregular nature of the dependencies, the algorithm itself has a relatively clean and

straightforward execution semantics, iterating over the event list to schedule events, pro-

cessing these events, and then scheduling any events that result from their execution. Most

of the complexity lies in the data structures to manage the event lists and those for handling

synchronization and causality, which are common to any PDES application. In contrast,

application-specific event processing often is computationally and logically contained, and

for many simulation models, they are simple. For example, the Simian project[85] shows

that a completely functional PDES engine can be implemented in less than 500 lines of

python code. An FPGA-based PDES engine can leverage these properties to make it mod-

ular and scalable so that experts in any domain can simulate their application models
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by simply defining the state transition and event processing logic, not requiring hardware

development expertise.

In this paper, we present an overview of the unit PDES accelerator (PDES-A),

the building block of our PDES accelerator. Each PDES-A accelerator is a tightly coupled

high-performance PDES simulator in its own right. However, hardware limitations such as

contention for shared event and state queue ports, local interconnection network complexity,

and bandwidth limit restrict the scalability of this tightly coupled design approach. These

properties suggest a design where multiple interconnected PDES-A accelerators together

work on a large simulation model, and exploiting the full available FPGA resources. In

this paper, we explore and analyze only PDES-A, and not the full architecture consisting

of many PDES-A accelerators.

In an FPGA implementation, event processing, communication, synchronization,

and memory access operations occur in a way different from how these operations occur

on general purpose processors. Therefore, both performance bottlenecks and optimiza-

tion opportunities differ from those in conventional software implementations of PDES. We

developed a baseline implementation of PDES-A and used it to identify performance bot-

tlenecks. We then used these insights to develop improved versions of the accelerator. We

describe our design and optimizations in this section.

3.2.1 Design Goals

PDES-A provides a modular framework where various components can be adjusted

independently to attain the most effective data path flow control across different PDES

models. Since the time to process events in different models will vary, we designed an
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event-driven execution model that does not make assumption about event execution time.

We decided to implement an optimistically synchronized simulator to allow the system

to operate around the large memory access latencies. However, the tight coupling within

the system should allow us to control the progress of the simulation and naturally bound

optimism. We avoided any model specific tuning to retain generality of the accelerator.

The simulator is organized into four major components: (1) Event Queue: stores

the pending events; (2) Event Processors: custom datapaths for processing the event tasks in

the model; (3) System State Memory: holds relevant system state, including checkpointing

information; (4) and the Controller: it coordinates all aspects of operation. The first

three components correspond to the same functionality in traditional PDES engines in any

discrete event simulator, and the last one oversees the event processors to ensure correct

parallel operation and communication.

Communication between different components uses message passing. We currently

support three message types: Event messages, anti-messages, and GVT messages. These

three message types are the minimum required for an optimistic simulator to operate, but

additional message types could be supported in the future to implement optimization, or

to coordinate between multiple PDES-A units.

3.2.2 General Overview

Figure 3.1 shows the major components of PDES-A and their interactions. The

event queue contains a list of all the unprocessed events sorted in ascending order of their

timestamp. Event processors receive event messages from the queue. After processing
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Figure 3.1: Block diagram of basic control and data flow in a PDES system

events, additional events that may be generated are sent and inserted into the event queue

for scheduling. The system needs to keep track of all the processed events and the changes

made by them until it is guaranteed that the events will not be rolled back. When an event is

received for processing, the event processor checks for any conflicting events from the event

history. Anti-messages are generated when the event processor discovers that erroneous

events have been generated by an event processed earlier. Since the state memory is shared,

a controller unit is necessary to monitor the event processors for possible resource conflict

and manage their correct operation. Another integral function of the control unit is the

generation of GVT which is used to identify the events and state changes that can be safely

committed. The control unit computes GVT continuously and forwards updated estimates

to the commit logic. These messages should have low latency to limit the occurrence of

rollbacks and to control the size of the event and message history. In the remainder of this

section, we describe the primary components in more detail.
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Figure 3.2: The P-heap data structure [11]

3.2.3 Event Queue

The event queue maintains a time-ordered list of events to be processed by the

event processors. It needs to support two basic operations: insert and dequeue. An invali-

date operation can be included to facilitate faster cancellation of events that have not been

processed yet. However, this function was not considered in our preliminary implementation

to avoid circuit complexity.

We selected a pipelined heap (P-heap in short) [11] structure as the basic organi-

zation in our implementation, except for a few modifications described later. P-heap uses

a pipelined binary heap to provide two cycles constant access time. The P-heap structure

uses a conventional binary heap with each node storing a few additional bits to represent

the number of vacancies in the sub-tree rooted at the node (Figure 3.2). The capacity

values are used by insert operations to find the path in the heap that it should percolate
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through. P-heap also keeps a token variable for each stage which contains the current op-

eration, target node identifier and value that is percolating down to that stage. During an

insertion operation, the value in token variable is compared with the target node: a smaller

value replaces the target node value and a larger value passes down to the token variable of

the following stage. The id value of the next stage is determined by checking the capacity

associated with the nodes.

For the dequeue operation, the value of the root node is dequeued and replaced

by the smaller between its two child nodes. The same operation continues to move through

the branch, promoting the smallest child at every step. During any operation any two

of the consecutive stages are accessed; one read access and the other write access. As a

result, a stage can handle a new operation every two cycles, since the operation of the

heap is pipelined with different insert and/or dequeue operations at different stages in their

operation [11].

P-heap can be efficiently implemented in an FPGA. Every stage requires a Dual

Port RAM. Depending on the size of the stage, it can be synthesized with registers, dis-

tributed RAM, or block RAM to maximize resource utilization. An arbitrary number of

stages can be added (limited by resource availability) as the performance is not hurt by the

number of stages in the heap, making it straightforward to scale.

In an optimistic PDES system, it is possible that ordering can be relaxed to im-

prove performance, while maintaining simulation correctness via rollbacks to recover from

occasional ordering violations. This opens up possibilities for optimization of the queue

structure. For example, multiple heaps may be used in parallel to service more than one
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request in a single cycle. In an approach similar to [41], we can use a randomizer network to

direct multiple requests to multiple available heap (Figure 3.3). There is a chance that two

of the highest priority events may reside in the same heap and ordering violation will occur

when a lower priority event from same LP is dequed from another queue during multiple

dequeue. However, as the number of LPs and events grow, the probability that two events

from the same LP are at different queue heads decreases. So, the number of such events

will be low enough to result in a net performance gain. We used the simple P-heap model

in the baseline implementation and explored the effect of this version in our optimized ar-

chitecture discussed in section 4.1. Other structures that sacrifice full ordering but admit

higher parallelism such as Gupta and Wilsey’s lock-free queue may also be explored [37].

The queue stores a key-value pair. Event time-stamp acts as the key and the value

contains the id of the target LP and a payload message. In case the payload message is too

large, we store a pointer to a payload message in memory.
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3.2.4 Event Processor

The event processor is at the core of PDES-A. The front-end of the processor is

common to all simulation models. It is responsible for the following general operations: (1)

to check the event history for conflicts; (2) to store and clean up state snapshots by checking

GVT; (3) support events exchange with the event queue; and (4) respond to control signals

to avoid conflicting event processing. In addition, the event processors execute the actual

event handlers which are specialized to each simulation model to generate the next events

and compute state transitions.

The task processing logic is designed to be replaceable and easily customizable to

the events in different models. It appears as a black box to the event processor system. All

communications are done through the pre-configured interface. The event processor passes

event message and relevant data to the core logic by populating FIFO buffers. Once the

events are processed, the core logic uses output buffers to load the generated events. The

core logic has interfaces to request state memory by supplying addresses and sizes. The

fetched memory is placed into a FIFO buffer to be read from the core. The interface to

the memory port is standard and provided in the core to be easily accessible by the task

processing logic.

3.2.5 Event scheduling and processing

Figure 3.4 shows a representative event execution timeline in the system. Events

are assigned to the event processors in order of their timestamps; in the figure, the event is

represented by a tuple (x,y) where x is the LP number and y is the simulation time. When
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Figure 3.4: Simplified timeline representation showing scheduling of events in the system.

a second event (1, 12) is scheduled while another event (1, 8) associated with the same LP

is already being processed, the core is stalled by the controller unit until the first event

completes. At the completion of an event, the controller unit allows the earliest timestamp

among the waiting (stalled) events for that core to proceed as shown in window 1. Each

event generates one or more new events when it exits which are schedule at some time in the

future when a core is available. Occasionally, an event is processed after another event with

a later timestamp has already executed (i.e., a straggler event). It needs to be rolled back

to restore causality. Windows 2 in figure 3.4 shows one such event (2,22) which executes

before event (2,15). We use a lazy cancellation and rollback approach. Event processing

logic detects the conflict by checking the processed events list and initiates the rollback.

The new event will restore the states and generate events it would have normally scheduled

(6, 28) along with anti-messages (3, 27*) for all events generated by the straggler event,

and new event (2, 22) that reschedules the straggler event itself.

The anti-messages may get processed before or after its target event is done. An

anti-message (3, 27*) checks the event history and if the target event has already been
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processed, it rolls back the states and generate other anti-messages (1, 30*) to chase the

erroneous message chain much like a regular events as shown in window 3 of Figure 3.4.

If the target message is yet to arrive, the anti-message is stored in the event history table.

The target message (1,30) cancels itself upon discovery of the anti-message in the history

and no new event is generated as shown in window 4.

3.2.6 Event History

An important component for maintaining order of execution in an optimistic sim-

ulation is the checkpointing and state restoration mechanism. To revert back the changes

done by an event, we keep records of it until it’s guaranteed to be committed. To be able to

do this, we store the processed events along with a set of information required for rollbacks

in an Event History Memory. The memory is organized as a free list of memory blocks in

the on-chip memory, each block containing space for 4 entries and pointer metadata. The

history entries contain event data and a rollback data structure defined by the programmer.

Hardware structure generation is done by the framework based on the computed size of the

entries after user defines the data structure.

Each LP has a list for history where blocks are appended as history grows and

entries are stored in order of their execution. The on-chip memory gives fast access to the

history, but put a restriction on how large it can be. So, when the on-chip memory is close

to being full, we allocate memory blocks in the off-chip RAM. This will add latency to

event history access and put a burden on the memory bandwidth. To prevent this, when

the event history starts spilling into off-chip memory, we initiate a flush of the processing

cores. A flush would temporarily prevent issuing new events for processing until all event
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processors are idle. This allows the GVT to be recomputed, and the pending event sets

to be properly reordered. As a result, stale history entries can be removed and the event

history shrinks in size.

The history list is maintained and pruned at the processor. The list is pulled

into the processor as a whole, then the stale events with timestamps older than the GVT

are removed from the list. If there are events violating causality, they are removed and

passed to the rollback module. The active event in the processor is appended to the rest of

the history list, and the list is stored to memory when event processing is complete. The

memory allocation and communication, when done in the hardware, is cheap and doesn’t

add much overhead.

3.2.7 Rollback and Cancellation

The state restoring or reverse computation logic for rollback needs to be defined

by the programmer. The programmer also defines the data structure for the event history

and which values should be stored during forward computation. The model specific logic

populates the data structure with correct states and the framework takes care of storing

the checkpoint data to the history. On causality violation, processor receives a list of

violating events in reverse order of execution. The programmer needs to define the way

the checkpoint data is used to restore the states. For smaller states, state value may be

saved in the event history and later restored directly. For more complex cases, the user

can store other information, such as a random number generator seed, that can be used to

reverse compute the states and create anti-messages. We save the history for each events

and rollbacks are done for every event executed out-of-order.
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Rolling back an event also reinserts the rolled back event to the event queue and

generates anti-messages to revert the events it wrongly created. This anti-messages are

scheduled like normal events and they trigger cancellation during the checking of event

history in processors as described in section 3.2.5. Each event message, along with its

payload, carries an unique identifier which is a tuple (processor ID, sequence number of

active event) that serves as a identifier for its parent event. The sequence number simply

indicates the number of events processed in a processor and each new event received in a

processor gets an unique sequence number from a counter in the processor. The unique

identifier for the parent event is stored in its history entry along with rest of the event

data. When the parent event is reversed, rollback process emits anti-messages carrying this

identifier with timestamp and LP of the target events to be cancelled. The anti-message

can be matched with their target event using the unique identifier and event timestamp.

3.3 Implementation Overview

We used a full RTL implementation on Convey WX-2000 accelerator for prototyp-

ing the simulator. The current prototype fits comfortably in a Virtex-7 XC7v2000T FPGA.

The event history table and queue were implemented in the BRAM memory available in the

FPGA. The on-board 32GB DDR3 memory was used for state memory implementation,

although very little memory was necessary for our prototype. The system uses a 150MHz

clock rate. The host server was used to initialize the memory and events at the beginning

of the simulation. The accelerator communicates through the host interface to report re-

sults as well as other measurements we collected to characterize the operation of the design.
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For any values that we wanted to measure during run time, we instrumented the design

with hardware counters that keep track of these events. We complemented these results

with other statistics such as queue and core occupancy that we obtained from functional

simulator of the RTL implementation using Modelsim.

Since our design is modular, we can scale the number of event processors easily.

However, as the number of processors increases, we can expect contention to arise on the

fixed components of the design such as the event queue and the interconnection network.

We experiment with cluster sizes from 8 to 64 in order to analyze the design trade-offs and

scalability bottlenecks. The performance of the system under variable number of LPs and

event distribution gives us insight about the most effective design parameters for a system.

We sized our queues to support up to 512 initial events in the system. The queue is flexible

and can be expanded in capacity, or even be made to handle overflow by spilling into the

memory.

3.3.1 Design Language and Application Modeling

The baseline design was implemented using Verilog. However, during optimization,

we reimplemented the system using Chisel[5], a hardware construction language. This

decision was driven primarily by the design goal of lowering the barrier for domain modelers

to build and run simulation models on the framework. Chisel is based on Scala, which is

an easy to use and already familiar language to most domain experts. This would reduce

development time and effort to anyone inclined to use the framework. The encapsulation

property of the object oriented approach of Chisel also allows us to separate modeling and

framework development code which requires from the end-users lesser understanding of the
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framework. Moreover, the generated code is highly parameterizable with metaprogramming.

This gives the users the capability to configure size and some basic parameters without the

in-depth understanding of the language or design. Effectively, the hardware implementation

becomes almost similar to the CPU based PDES engines from the perspective of the user.

Additionally, quicker development and easier maintenance of the framework was

possible thanks to the object oriented nature and metaprogramming capabilities of Scala

language. The code-base was reduced in size by about 40%. The simplicity in code leads to

better maintainability. Unlike industrial applications, research projects are usually devel-

oped without a fixed set of constraints in mind, and thus keep evolving rapidly throughout

each experiment. In the standard HDL languages, small adjustments in one component

tend to ripple through the whole design requiring lots of edits which is not congenial to

rapid prototyping. Because of the metaprogramming capabilities of the Chisel framework,

effort and time required for such a task can be reduced significantly which makes many ex-

plorations feasible. This is tangential to the architecture or performance of the accelerator,

but we still put these comments as a note for the benefit of future researches.

Simulation Models

Our goal in the evaluation is to present a general characterization of this initial

prototype of PDES-A. We used the Phold model for our experiments because it is widely

used to provide general characterization of PDES execution that is sensitive to the system.

On the Convey machines, the memory system provides high bandwidth at the cost of high

latency (a few hundred cycles) which end up dominating event execution time. To emulate

event processing, we let each event increment a counter up to a value picked randomly
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between 10 and 75 cycles to represent the computation complexity. The model generates

memory accesses by reading from the memory when the event starts and writing back to it

again when it ends. Phold is state oblivious, but we still use a dummy state holding a counter

and restore it during rollback so that we can analyze the effects of rollback in our system.

New outgoing agents are generated to a random LP using a random number generator.

We also use the Airport model[34] on our optimized system to analyze performance for an

application with multiple event type and larger state. We developed our model to represent

the Airport model included with ROSS models[17].

Design Validation

Verification of hardware design is complex since it is difficult to peek into the

simulation running on the hardware. However, the hardware design flow supports a logic

level simulator of the design that we used to validate that the model correctly executes the

simulation. In particular, the Modelsim simulator was used to study the complete model

including the memory controllers, cross bar network, and the PDES-A logic. Since the

design admits many legal execution paths, and many components of the system introduce

additional variability, we decided to validate the model by checking a number of invariants.

In particular, we verified that no causality constraints are violated in the full event execution

trace of the simulation under a number of PDES-A and application configurations.
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Figure 3.5: Effect of variation of number of cores on (a) throughput and (b) percentage of
core utilization for 256 LP and 512 initial events in PDES-A.

3.4 Performance Evaluation

In this section, we evaluate the design under a number of conditions to study

its performance and scalability. In addition, we analyze the hardware complexity of the

design in terms of the percentage of the FPGA area it consumes. Finally, we compare the

performance to PDES on a multi-core machine and use the area estimates to project the

performance of the full system with multiple PDES-A accelerators.
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3.4.1 Performance and Scalability

In this first experiment, we scale the number of event processors from 1 to 64 while

executing a Phold model. Figure 3.5-a shows the scalability of the throughput normalized

with respect to the throughput of a single event handler configuration. The scalability is

almost linear up to 8 event handlers and continues to scale with the number of processors

up to 64 where it reaches a above 49x. As the number of cores increases, contention for the

bandwidth of the different components in the simulation starts to increase leading to very

good but sub-linear improvement in performance. Figure 3.5-b shows the event processor

utilization, that is, the portion of time the event processor is actively processing event and

not stalling or waiting for resource. The utilization is generally high, but starts dropping

as we increase the number of event processors reflecting that the additional contention is

preventing the issuing of events to the handlers in time.

Figure 3.6-a shows the throughput of the accelerator as a function of the number

of LPs and the events population in the system for 64 event processors. The throughput

increases significantly with the number of available LPs in the system. This is to be ex-

pected: as the events get distributed across a larger number of LPs, the probability of

events being at the same LP and therefore blocking due to dependencies goes down. In our

implementation we stall all but one event when multiple cores are processing events belong-

ing to the same LP to protect state memory consistency. Thus, having a higher number of

LPs reduces the average number of stalled processors and increases utilization. In contrast,

the event population in the system influences throughput to a lesser degree. Even though

having a sufficient number of events is crucial to keeping the cores processing, once we have
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Figure 3.6: (a) Event processing throughput (events/cycle) and (b) Ratio of number of
committed events to number of total processed events for different number of LPs and
initial events on 64 event processors.

a large enough number of events increasing the event population further does not improve

throughput measurably.

3.4.2 Rollbacks and Simulation Efficiency

The efficiency of the simulation, measured as the ratio of the number of committed

events to processed events, is an important indicator of the performance of optimistic PDES

simulators. Figure 3.6-b shows the efficiency of a 64-processor PDES-A as we vary the

number of events and the number of LPs. For our Phold experiment, we observed that the

fraction of events that are rolled-back depends on the number of events in the system but

is not strongly correlated to the number of LPs in presence of sufficient number of events.
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Figure 3.7: Breakdown of time spent by the event processors on different tasks to process
an event using (a) 32 event processors and (b) 64 event processors with respects to different
number of LPs and initial event counts.

With a large population of initial events, we observe virtually no rollbacks since there are

many events that are likely to be independent at any given point in the simulation. Newly

scheduled events will tend to be in the future relative to currently existing events, reducing

the potential for rollbacks. However, keeping all other parameters same, reducing the

number of initial events can cause the simulation efficiency to drop to around 80% (reflecting

around 20x increase in the percentage of rolled back events). For similar reasons, the number

of rolled-back events decreases slightly with a greater number of LPs in the simulation. Most

causality concerns arise when events associated with same LP are processed in the wrong

order. When events are more distributed when number of LPs is higher, thus reducing the

occurrence of stalled cores. However, this effect is relatively small.
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3.4.3 Breakdown of event processing time

Figure 3.7 shows how average event processing time varies with the number of

LPs and initial events and breaks down the time taken for different tasks for systems

with 32 and 64 processors. The primary source of delay in event processing is the large

memory access latency on the Convey system. Another major delay is due to the processors

stalling for potentially conflicting events. These two primary delays in the system dominate

other overheads in the event processors such as task processing delays and event history

maintenance, which increase as we go from 32 to 64 cores.

The average event processing time is highest when the number of LPs or the

number of initial events is low. Conversely, the average number of cycles goes down as more

events are issued to the system or the number of LP increases (which reduces the stalling

probability). The reason for this behavior is apparent from the breakdown of the event

cycles. We notice that about the same number of cycles are consumed for memory access

regardless of the system’s configuration because the memory bandwidth of the system is
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very large. However, the average stall time for the processors is significantly higher with

fewer LPs and constitutes the major portion of the event processing delay. For example,

with 64 cores, and 32 LPs, we can have no more than 32 cores active; any additional core

holds an event for an LP that has another active event at the moment. A system of 64 LP

has over 150 stall cycles on average with 64 processors. The stall times drop substantially

as we increase the number of LPs and events. These dependencies result in many stall

cycles to prevent conflicts in LP-specific memory and event history. At the same time, a

small number of LPs increases the chance of a causality violation. This effect is most severe

when the number of LP is close to the number of event processors. As the number of LPs

increases, the events are more distributed in terms of their associated LP and can be safely

processed in parallel. Even if stalls are less frequent, each can take a long time to resolve.

Figure 3.8 helps visualize PDES-A’s operation by showing how the processors are

behaving over time for a simulation with 256 LPs and 512 events. The black color marks

show the cycles when the processors are idle before receiving a new event. Each yellow

streak highlights the time a processor is stalled.

The memory access time remains mostly unaffected by the parameters in the sys-

tem. The state memory is distributed in multiple banks of RAM and accesses depend on

the LPs being processed. The appearance of different LPs in the event processor are not

correlated in Phold and therefore poor locality results without any special hardware sup-

port. However, having higher number of events may increase the probability of consecutive

accesses to the same memory area and therefore occasionally decrease the memory access

latency reducing the average memory access time slightly.

42



0 1 2 3 4 5 0 1 2 3 4 5

0

500

1,000

1,500

32 cores 64 cores

Number of memory accesses

C
y
cl

es

Cycles for memory accesses other non-memory tasks

Figure 3.9: Effect of number/size of state memory access on event processing time

We note that the actual event handler processing time is a minor component, less

than 10%, of the overall event processing time even in the best case. This observation

motivates our future work to optimize PDES. In particular, the memory access time can be

hidden behind event processing if we allow multiple applications to be handled concurrently

by each handler: when one event accesses memory, others can continue execution. This and

other optimization opportunities are a topic of our future research.

3.4.4 Memory Access

Memory access latency is a dominant part of the time required to process an event.

Figure 3.9 shows the effect of variation of state memory access pattern on average execution

time. The number of memory accesses can also be thought of as the size of state memory

read and updated during each event processing. The leftmost column in the plot shows
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the execution time without any memory access which is small compared to the execution

time with memory accesses. About 300 cycles are added for the first memory access. Each

additional memory access adds about 50 cycles to the execution time. The changes in

the average execution time are almost completely the result of the changes in memory

access latency. It is apparent that the memory access latency does not scale linearly with

the number or size of memory requested. Even if stalls are less frequent, each can take

long time to resolve. Thus, we believe the memory system can issue multiple independent

memory operations concurrently leading to overlap in their access time. We have made the

memory accessed by any event a contiguous region in the memory address space, which may

also lead to DRAM side row-buffer hits and/or request coalescing at the memory controller.

In an optimized event processing logic, the processor may continue operation with partially

available state memory to overlap computation and communication time.

3.4.5 Effect of event processing time

Figure 3.10 shows the effect of event processing time on the system performance.

Since a computation can be synthesized differently in a hardware (single-cycle combinational

vs multi-cycle sequential) with different resource usage footprint, different processing time

may be achieved for same model. We use this experiment to analyze how different processing

time affects performance to serve as a guideline for RTL design of the model. Since memory

access latency is a major source that is currently not being hidden (and therefore adds

a constant time to event processing), we configure a model that does not access memory

in this experiment. We also allow the event processing time to be artificially adjusted.
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of core utilization for 64 event processors with 256 LP and 512 initial events.

The results of this study are shown in Figure 3.10-a. A higher processing time represents

computations for models that have computationally intensive event processing. When the

processing time is small, changes in the processing time does not reflect much in the system

throughput since the system overheads lead to low utilization of the event handling cores

causing throttled speed. When processing time is higher, the utilization rises(Figure 3.10-

b), and increasing the event processing time start to lower the throughput. Thus, reducing

processing time can improve performance, but up to a certain degree. Throughput gain

becomes negligible for reduction of processing time beyond 150 cycles.
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Chapter 4

Decoupled Datapath for PDES-A

From the performance analysis of the baseline PDES-A simulation engine presented

in the previous section, we observed that a critical source of inefficiency is the overhead that

results from multiple event processors contending for access to one of the shared processor

components such as the event list. This contention both hurts the performance of the

system and presents a major barrier to future optimizations. In particular, Figure 4.2-a

shows that the contention at the interfaces of the processed events list, state memory, and

event queue grows quickly as the number of event processors increases. For example, with 64

event processors, through 30% of the total execution time, at least one processor is waiting

for the processed events list to become available. The same happens for the event queue

through 15% of total simulation time.

We discover that going to a larger scale does not result in additional performance

as expected since the shared structures cannot meet the demands of the event processors.

Additional problems can be observed in Figure 3.10-a, where we see that the throughput of
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the system remains flat at 0.25 events per cycle even when the event processing time is made

very small. This indicates that these shared structures form a significant bottleneck at this

scale. Hence, because of contention, memory optimizations (the other major bottleneck)

will not be rewarded with a proportional improvement in performance.

In this chapter, we describe a reorganization of the PDES-A datapath in order

to alleviate these bottlenecks originating from contentions at different interfaces and naive

scheduling.

4.1 Datapath Optimization via structure partitioning

Reducing wait times due to contention can result in substantial improvement in

performance because contention delay creates an implicit positive feedback loop that can

amplify the effect: Waiting for resources increases the event processing time, which in turn

causes longer stall for other conflicting events if present. Moreover, delay in processing

events increases the probability that the resulting event will be a straggler event, which

consequently creates more rollbacks, anti-messages, and more entries in processed event

history, again increasing contention.

One approach for alleviating this problem is to increase the number of ports avail-

able for each resource. However, handling simultaneous requests requires an arbitration

mechnism (e.g., crosspoint switches) to allow event processors to access any of the available

resources; such structures introduce significant hardware complexity. Moreover, while this

approach is conceptually simple, implementation becomes difficult because of the increased

complexity of synchronization in the presence of multiple communication paths. In contrast,
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the baseline design needs only simple synchronization since critical events were already be-

ing serialized as exchanges happen at one interface at a time. This serialization did not

obstruct parallelization when number of processors are smaller and concurrent accesses to

any particular resource were rare. However, as the number of event processors increases,

we observe sublinear throughput scaling as contention grows.

Instead of increasing the number of ports, we elected to re-architect the com-

munication scheme in a way that simplifies the synchronization requirements, making the

synchronization less tightly coupled. Our future vision for the framework also motivated

this change: we plan to integrate multiple PDES-A engines on the same FPGA, or even

across multiple FPGAs to increase the throughput of the system. In such a setting, the sys-

tem must be able to manage a high volume of remote events. A centralized synchronization

scheme would result in very high contention at event queues making fast event exchange

nearly impossible.

As discussed in section 3.2.3, it is possible to drain events from the event queue

without maintaining strict order because the chance of violating causality constraints is

small among events near the top of the heap. When causality is violated, we have the

rollback mechanism to fall back on and recover. Therefore, we built the event queue out

of multiple smaller queues and created an interface for each of them to be accessed in-

dependently. From our simulations, we have noticed that violating order between events

associated to the same LP causes rollbacks which keeps cascading in the absence of order.

Therefore, we map events for each LP to one queue to make sure that they remain ordered

with respect to each other. We do not maintain order between different queues, and an
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event for LP A may be processed ahead of another at LP B even if it has a later timestamp

when the LPs are mapped to different event queues.

We have added a replace capability to the queues (described in Section 3.2.3) so

that insert and delete operations become independent of each other. All event processors

were given the ability to push events to any queue interfaces based on the target LP using a

crossbar. Furthermore, the task of governing event issue was separated into a controller that

translates event requests from available event handlers to event issue instructions for the

cores. Based on the status of the event queues, this controller optimizes the event issue task

to achieve minimum rollback and maximum utilization. The events issued from the queues

are delivered to the recipient event handler using a broadcast network. A broadcast network

is simpler than a more precise event delivery mechanism since the number of cores can be

large, complicating routing with other network structures. The broadcast mechanism can be

hierarchical and easily alterable to fit any system configuration efficiently. Thus, decoupling

the task of insertion and removal of events makes it possible to separate the control and

dataflow paths for the queues and reduces interdependence between the two tasks.

To adapt the state memory and processed events history for servicing multiple

requests while maintaining memory consistency semantics, we partitioned the state space

and events history with respect to LPs in a fashion similar to the event queue. This design

ensures consistency without special mechanisms when considering the fact that the design

guarantees that no read will be performed to data associated with an LP while another

event processor is in the process of updating it. Similar to the event queue, requests are

sent through a crossbar network and responses are broadcast to the core.
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Figure 4.1: Overview of an event processing cycle

Essentially, this design creates different partitions for each LP, while preserving

their ability to share event processors It also spreads contention to two stages: the crossbar

followed by the partitioned queues, resulting in a higher throughput multi-stage network. As

a result, the effective bandwidth of each of the shared structures is multiplied by the number

of partitions since each of them can operate on an event independently. This relaxation

in synchronization comes at the price of relaxing strict (sequential) event processing across

partitions, which can result in additional rollbacks, but in practice, since the design keeps

the LPs within similar simulation time of each other, this effect is minimal.

4.1.1 Decoupled Event Processing Flow

Figure 4.1 shows the event processing flow in the optimized design. An event goes

through three different phases throughout its life cycle.
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Issue Phase

At any given moment, a list of idle event processors is available to the issue con-

troller. Whenever any processor is idle, the issue control logic requests events from the

event queue on behalf of the idle event processors in step 1. In step 2, the event at the head

of the queue is broadcast to a bus connected to all processors. The targeted event processor

picks up the event from the broadcast bus. An execution controller always monitors the

event broadcast activity and keep a record of the LP-processor association. The controller

checks its whether it is safe to process the event and signals the event processor in step 3

to start execution when it’s not going to create any conflicts with other event processors.

Compute Phase

The event processors, upon receiving this signal, fetches state memory and pro-

cessed events list in step 4. The event history is checked in the preprocessing step (step 5)

to find if any rollback or cancellation is necessary. At the same time, the processor cleans

up the stale history entries from the event history list. The event data, state memory, and

event types are then delivered to the model specific event handling logic provided by the

user. Depending on the event type, in step 6 and 7, the event handler performs rollback

computation if necessary, computes new states based on the model, and create next set of

events along with any anti-messages generated due to rollback.

Apply Phase

When the event handling logic returns, the event processor does the necessary

clean up by pushing the new event to the appropriate queues in step 8. At the same time,
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Figure 4.2: Effects of optimized dataflow and concurrent resource access on PDES-A accel-
erator performance compared to the baseline engine with different number of event handlers.

the updates to state memory and processed events list are written to the memory in step

9. At this point, the event processing is complete and the event processor notifies the

execution controller and issue controller in step 10 so that their internal records can be

updated. Afterward, the processor prepares to receive a new event.

4.1.2 Operational Characteristics

Figure 4.2 shows different performance measures of the optimized design along with

the baseline design at different point of scaling. We see in figure 4.2-a that the contention

at the interfaces was almost completely eliminated. The effect of this is apparent in the plot
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of cycles required on average for event processing shown in figure 4.2-b. The average event

processing time decreases to the same level as it was for 16 event processors in parallel.

The time spent stalling to avoid conflicts also reduces as a result of faster event processing

time. Consequently, the system achieves better utilization ratio as can be seen in figure

4.2-c, which shows improvement in the fraction of time a processor remains active. Finally,

all these effects combine into significant improvement in throughput.

This organization is highly throughput oriented and almost completely removes

interdependence among the data flow paths. The only remaining source of divergence is

straggler events. This organization restores the throughput to almost linear scaling. With

64 cores, this organization achieves approximately 62 times the throughput of a single

core (figure 4.2-d) where the baseline design shows throughput dwindling to only 49x. We

expect the design to be scalable to a higher number of event processors given the reduction

in contention.

4.2 Comparison With ROSS

To provide an idea of the performance of PDES-A relative to a CPU-based PDES

simulator, we compared the performance of PDES-A with MPI based PDES simulator

ROSS[18].

We urge the readers to note that a simple comparison between a software frame-

work and hardware cannot be taken as a serious benchmark. In a realistic application, major

performance gain for the hardware accelerator will come from the superiority of hardware

primitives. For example, many mathematical and scientific libraries requires floating point
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numbers and vectors computations, long iterative operations, and traverses many condi-

tional branches. A programmer can reduce these expensive tasks to only few cycles with

hardware support. This will contribute to massive throughput gain in hardware compared

to conventional CPU.

The purpose of our comparison with ROSS is to establish that the base framework

has comparable performance with software. It also helps us estimate the relative complexity

of the models from their software evaluation and use that knowledge in hardware analysis.

For this reason, Phold is a good choice of benchmark because it models the underlying

operations without being burdened by application specific logic.

Although the modeling flow for the two environments is quite different, we con-

figured ROSS to run the Phold model with similar parameters to the PDES-A model. We

changed the Phold model in ROSS to resemble our system by replacing the exponential

timestamp distribution with a uniform distribution. We set the number of processing ele-

ments, LPs and number of events to match our system closely. One particular difference

is in the way remote events are generated and handled in ROSS. In our system, all cores

are connected to a shared set of LPs, so there is no difference between local and remote

events. In ROSS, remote events have to suffer the extra overhead of message passing in

MPI, although MPI uses shared memory on a single machine. We set the remote event

threshold in ROSS to only 5% to allow marginal communication between cores.

Table 4.1 shows the parameters for both the systems used in comparison. Their

performance reported in Table 4.2 include the numbers for both the baseline and optimized

architecture. At this configuration, baseline PDES-A can process events 2.5x faster than a
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Table 4.1: Summary of the configurations used for performance comparison of ROSS and
PDES-A using Phold model

Parameters ROSS PDES-A

System

Device Intel Xeon E5-1650

12 MB L2

Xilinx Virtex-7

XC7V2000T

Frequency 3.50GHz 150MHz

Memory 32 GB 32 GB

Simulation

PE 72 (12 cores× 6 KP) 64

LP 252 256

Event Density 504 512

Remote Events 5% 100%

12-core CPU version of ROSS and after optimization the advantage grows to 3.2x. When

the remote event percentage in ROSS is higher, ROSS performance suffers and the PDES-A

advantage increases, gaining up to 15x for 100% remote messages. We believe that as we

continue to optimize PDES-A this advantage will be even larger.

We also run the Airport model in the partitioned version of the accelerator to

compare performance in presence of multiple type of events. We achieve about 1.5x perfor-

mance gain over ROSS. The gain drops compared to Phold model. LPs in this model send

two-third of the events to self. Therefore, a the processors are often processing same LPs

and had to stall more to avoid conflicts. This result highlights the need to implement new
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Table 4.2: Comparative analysis of PDES simulation performance for Phold model on ROSS
and PDES-A

Performance Phold Airport

ROSS Basic PDES-A Opt. PDES-A ROSS Opt. PDES-A

Events/second 9.2 mil 23.85 mil 29.98 mil 5.7 mil 8.7 mil

Commit Efficiency 80% ∼100% ∼100% 83% ∼100%

Power Estimate 130 Watt ∼17.8 Watt ∼18.5 Watt 130 Watt ∼18.5 Watt

strategies to reduce stalls, such as interrupt based preemption, workload reassignment etc.

We are exploring these optimizations for the next iteration of our design.

4.3 Resource Utilization Analysis and Scaling Estimates

In this section, we first present an analysis of the area/utilization requirements

of PDES-A. The FPGA resources utilization by the cores is presented in Table 4.3. The

overall system takes over about 25% of the available LUTs in the FPGA. The larger portion

of this is consumed by the memory interface and other static coprocessor circuitry which

will remain constant when the simulator size scales. The core simulator logic utilizes 6.11%

of the device logics. Each individual Phold event processor contributes to less than 0.03%

resource usage. Register usage is less than 3% in the simulator. We can reasonably expect

to replicate the simulation cluster more than 10 times in an FPGA, even when a more

complex PDES model is considered and networking overheads are taken into account. This

would put 640 cores in the coprocessor. The simulator offers good raw computing potential

if it can be scaled up to this extent.
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Table 4.3: FPGA resource utilization for Optimized Datapath PDES-A

Component LUT (1221600) FF (2443200) BRAM (1203)

Used % Util. Used % Util. Used % Util.

Simulator 74670 6.11% 56115 2.30% 8 0.67%

Event Processor (each) 367 0.03% 211 0.01% 0 0%

Controller 3610 0.30% 5557 0.23% 0 0%

Event Queue (each) 4488 0.37% 1402 0.06% 0 0%

Memory Interface 116799 9.56% 4748 0.19% 222 18.45%

Crossbar Network 15757 1.29% 28192 1.15% 32 2.66%

Overall 300695 24.61% 320728 13.13% 271 22.53%

Finally, an inherent advantage of FPGAs is their low power usage. The estimated

power of PDES-A was less than 18 Watts in contrast to the rated 130 Watts TDP of the

Intel Xeon CPU. We believe that this result shows that PDES-A holds promise to uncover

significant boost in PDES simulation performance.

FPGA designs are limited by a lot of engineering constraints. Even when scaling

shows a promising trend of performance increase, sometimes it is undesirable to simply

increase the design size: since the design has to be physically synthesized using limited

resources of the chosen FPGA, routing complexity puts a limit on how large a tightly

coupled module can be.

In our design, we observe that without sufficient event saturation and higher num-

ber of LPs, the amount of time spent in stall and the possibility of causality violation
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becomes prohibitively large reducing commit efficiency and can slow the system down (fig-

ure 3.6-a). Increasing the number of events is relatively simple. Either the queue sizes need

to be increased to accommodate more events, or queues should be spilled into main memory

in case of overflow. The first approach requires a linear increase in on-chip memory usage,

the second chokes the system if it occurs repeatedly. Increasing the number of LPs also

require proportional increase in memory for states and processed event history. The on-chip

memory is a limited resource which is scattered throughout the chip. One cannot simply

use as many of them as needed in a compact design because the routing complexity will

prevent synthesis at optimum frequency.

However, the routing complexity becomes most prominent when scaling number of

event processors because they need to be connected to the same interfaces and synchroniza-

tion mechanisms. The custom logic has to be physically synthesized alongside the common

logic. However, The design is then highly likely to fail timing constraints. A good engineer

with enough perseverance can probably make any configuration work by using hierarchies

and buffers, but this contradicts our design objective of making a portable framework with

minimal user input. Proper partitioning of the design is crucial in ensuring that the design

should work after customizations[91].

We found that the optimal size for a PDES-A engine is 64 event processors. At

this scale, the engine remains tightly coupled with sufficient parallelism while remaining

capable of synthesizing any model specific logic. It should be noted that this observation

is purely empirical in nature and the number should increase for different generations of

more powerful FPGAs. Each PDES-A engine would be equivalent to a design partition in-
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terconnected in a larger simulation environment. Designers may also also choose to develop

Application Specific IC (ASIC) version of their model using PDES-A as base, in which case,

we expect PDES-A to continue to scale to reach either the limit on parallelism within the

model, or the memory bandwidth of the chip.
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Chapter 5

Event-Driven Execution Model for

Graph Processing

Extracting massive parallelism is key to obtaining higher performance on large

graphs. However, it is challenging to build an efficient parallel graph processing application

from the ground up. Software graph processing frameworks solve this issue by providing sim-

ple primitives to the user for describing the algorithm specific operations and relying upon

runtime system for complex data management and scheduling. Decoupling the application

logic from low level management exposes opportunities to integrate many optimization tech-

niques that are opaque to the application programmer. However, software frameworks do

not fully address locality challenges originating from the irregular memory access patterns

and synchronization requirements of graph applications. In this chapter, we discuss some

relevant background on graph processing models and elaborate our design of an event-driven

model for overcoming the limitations on existing graph processing techniques.

60



Vertex Centric
Push Pull

2

3

2

3

2

5

2

5

3

4

3

4

4

2

4

2

4

1

4

1

1

2

1

2

5

3

5

3

1

3

1

3

4

5

4

5

2

3

2

5

3

4

4

2

4

1

1

2

5

3

1

3

4

5

D1 D2 D3 D4 D5D1 D2 D3 D4 D5

X2X2

D1 D2 D3 D4 D5D1 D2 D3 D4 D5

Edge list

<src, dst>

V.cur

V.nxt

V.cur

2

3

2

5

3

4

4

2

4

1

1

2

5

3

1

3

4

5

D1 D2 D3 D4 D5

X2

D1 D2 D3 D4 D5

Edge list

<src, dst>

V.cur

V.nxt

V.cur

loop

Edge Centric

2

3

2

5

3

4

4

2

4

1

1

2

5

3

1

3

4

5

D1 D2 D3 D4 D5

X2

D1 D2 D3 D4 D5

Edge list

<src, dst>

V.cur

V.nxt

V.cur

loop

Edge Centric

X2X2

11 22 33 44 551 2 3 4 5

4 1 4 1 2 5 3 4 24 1 4 1 2 5 3 4 24 1 4 1 2 5 3 4 2

D1 D2 D3 D4 D5D1 D2 D3 D4 D5

Sched

Edge.in

V.nxt

V.cur

X2

1 2 3 4 5

4 1 4 1 2 5 3 4 2

D1 D2 D3 D4 D5

Sched

Edge.in

V.nxt

V.cur

loop

X2

1 2 3 4 5

4 1 4 1 2 5 3 4 2

D1 D2 D3 D4 D5

Sched

Edge.in

V.nxt

V.cur

loop

Sched

D1 D3 D4 D5D2D1 D3 D4 D5D2

11 22 33 44 551 2 3 4 5

2 3 3 5 4 1 2 5 32 3 3 5 4 1 2 5 32 3 3 5 4 1 2 5 3

X3 X5X3 X5

V.cur

Edg.out

V.nxt

Sched

D1 D3 D4 D5D2

1 2 3 4 5

2 3 3 5 4 1 2 5 3

X3 X5

V.cur

Edg.out

V.nxt

loop

Sched

D1 D3 D4 D5D2

1 2 3 4 5

2 3 3 5 4 1 2 5 3

X3 X5

V.cur

Edg.out

V.nxt

loop

11

22

3344

55

1

2

34

5

Example Graph

RND RD

RND WR

SEQ RD

SEQ WR

RND RD

RND WR

SEQ RD

SEQ WR

1

2

34

5

Example Graph

RND RD

RND WR

SEQ RD

SEQ WR

atomic

Figure 5.1: Data access patterns for conventional graph processing models: Edge Centric
and Vertex Ordered (Push and Pull directions) processing paradigms.

5.1 Conventional Computation Models

Graph processing frameworks usually follow either Vertex-Centric or Edge-Centric

paradigm for sequencing their computation. In these frameworks, graph memory contains

three components: 1) a vertex property memory containing the vertex attributes; 2) a graph

structure specifying the relationships, i.e. edges; and optionally 3) memory for intermediate

states of computation in progress.
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The scheduling determines the order in which the vertex or structural properties

in memory are accessed. The memory access patterns for various approaches are shown in

Figure 5.1. In the vertex-centric paradigm the vertex computation performed is designed

from the perspective of a vertex, i.e. vertex property value is updated by a computation

based upon property values of its neighbors [69]. Most vertex-centric computation models

follow one of two approaches: pull or push. In the pull approach, each vertex reads the

properties of all its incoming neighbors and updates its value. Thus, it involves random

reads; many of which are redundant as the vertex values read may not have experienced

any change and hence do not contribute any change to their outgoing neighbors. These

redundant reads lead to poor utilization of memory bandwidth and wasted parallelism due

to memory latency. On the other hand, push approach performs a vertex read-modify-update

operation for each of its outgoing neighbor. These updates must be performed via atomic

operations. Since graph processing algorithms suffer from poor locality resulting in frequent

cache misses, atomic operations are very inefficient. For example, a Compare-And-Switch

(CAS) operation on an Intel Haswell processor is more than 15 times slower when data is

in RAM vs in L1 cache [86].

In an edge-centric model, the edges are sorted, typically in the order of their

destination vertex ids, and streamed into the processor. The processors read both source

and destination to perform the vertex update. This approach either suffers from redundant

reads of inactive source vertices or locking overhead of destination vertices. The memory

traffic for reading edges of a vertex v typically achieves high spatial locality since the edges

are stored in consecutive locations. However, vertex accesses have poor spatial locality
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as v can be connected to other vertices that are scattered in memory; there is a little

chance of vertices being stored in consecutive memory locations. Thus, vertex traffic suffers

significantly due to memory access latency being on the critical path. Additionally, since

the graphs are large, the reuse distance of a cached memory is also large, i.e. temporal

locality is non-existent. Thus, on-chip caches are mostly ineffective and compute resources

are poorly utilized.

Without maintaining active sets, many vertices will be read unnecessarily as their

values would not have changed in prior iterations. One could simply process all vertices in

each iteration and forego the need for maintaining active sets, but this is extremely wasteful

because the number of vertices that are active can vary greatly from iteration to iteration.

To avoid processing of all vertices, software frameworks typically invest in tracking the

active set of vertices. While this tracking eliminates redundant processing, it unfortunately

incurs significant overhead for maintaining the active set in the form of bitvector or a list.

Efficient tracking of active set in hardware accelerators is difficult to achieve.

The inherent simplicity of the vertex-ordered scheduling is lost due to scheduling and syn-

chronization overheads in the hardware. Additionally, the efficacy of many performance-

optimizing hardware primitives is reduced due to the irregularities introduced by active set

scheduling.

5.2 Delta-based Accumulative Processing

GraphPulse targets graph algorithms that can be expressed as a delta-accumulative

computation [116] – this includes many popular graph processing workloads [105, 104, 39,
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116, 117]. In this model, updates aimed at a vertex by different incoming edges can be

applied independently. A vertex whose value changes, conveys its “change” or delta to its

outgoing neighbors. The neighbors update themselves upon receiving the delta, and propa-

gate their own delta further. Thus, the computation is turned into a data flow computation

that remains active as long as necessary until convergence. The continuous tracking of the

active set is inherent to the data flow model. The updates are broken into two steps:
vkj = vk−1j ⊕∆vkj

∆vk+1
j =

∑n
i=1⊕g〈i,j〉

(
∆vki

) (5.1)

vj is the vertex state. ∆vj is the change to be applied to the vertex using algorithm specific

operator ‘⊕’. The two equations can be visualized as a sequence of recursive operations

going back to the initial conditions v0j and ∆v0j that are also specific to the algorithm under

consideration. We highlight two key components in the equation: g〈i,j〉, the propagate

function, which modifies and conveys the change(delta) in the vertex value to its neighbors;

and ‘⊕’, the reduce function, that both reduces the propagated deltas to compute new delta

and applies it to the current vertex state. To express an iterative graph algorithm in the

incremental form, we make use of the following two properties:

Reordering Property. The deltas can be applied to the vertex state in any order.

This reordering is allowed when the propagation function g〈i,j〉 is distributive over ⊕, i.e.,

g (x⊕ y) = g (x)⊕ g (y); and ⊕ is both commutative and associative, i.e., x⊕ y = y⊕x and

(x⊕ y)⊕ z = x⊕ (y ⊕ z).

Simplification Property. Given an edge i → j, the ‘⊕’ operation is constructed to

incrementally update the vertex value vj when there is a change in vi. Therefore if vi does
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not change, it should have no impact on vj . That is,

vkj ⊕ g〈i,j〉
(

∆vki

)
= vkj if ∆vki = 0

This property is satisfied when g〈i,j〉 (·) is constructed to emit an Identity value for the

reduce operator ⊕ when ∆vi = 0.

A wide class of graph algorithms – PageRank, SSSP, Connected Components, Ad-

sorption, and many Linear Equation Solvers – satisfy the above properties [116]. However,

there are exceptions. For example, graph coloring cannot be expressed since the update is

a function of all vertex values obtained along the incoming edges, i.e. they cannot be up-

dated using a value obtained along a single edge. Delta-based update algorithms break the

iteration abstraction, allowing asynchronous processing of vertices and thus substantially

increasing available parallelism, removing the need for barrier synchronization at iteration

boundaries (required by the Bulk Synchronous Parallel Model [100]), and providing op-

portunities for combining multiple delta updates. All these properties are exploited by

GraphPulse to improve performance.

Limitations to the model

We assume that Reordering and Simplification preserve correctness; however, some

graph algorithms do not satisfy this condition and thus cannot be expressed using our

model. For example, Graph Coloring, K-Core, and MIS algorithms require vertex contribu-

tion across all incoming edges to update a vertex. This violates the Simplification Property

since contributions from some neighboring vertices are needed even if their states were un-

changed. If the algorithm requires contributions from neighbors that are multi-hop away
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(e.g., Triangle Counting) or a normalization step after each iteration (e.g., Label Propaga-

tion), then they violate the Reordering Property because a particular order must be imposed

upon the evaluation of the contributions through some edges. These algorithms cannot

be implemented in GraphPulse. It should be noted that some algorithms that are not

supported in their common iterative forms may have variations that may be suitable for

event-driven implementations. For example, PageRank and Adsorption have incremental

forms that are supported in GraphPulse and JetStream. As a rule of thumb, algorithms

supported by this model often have the characteristic that a single edge can update a vertex,

and the updates are monotonic.

5.3 Overview of Event-Driven Graph Processing

Before introducing the GraphPulse accelerator architecture, we overview important

considerations in the event processing model (see Algorithm 1). This section also discusses

the mapping of a delta-based graph computation to GraphPulse.

5.3.1 Event-Processing Considerations

Computation with Delta/Data Carrying Events

In the delta-based model, the only data that is passed between vertices are the

delta messages. These messages (implemented as events) encode the computation and carry

the input data needed by the computation as well, removing the need for expensive reads

of the input set of a vertex computation. Moreover, vertex updates can be performed

asynchronously; in other words, a vertex can be updated at any time with the delta it has
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Algorithm 1 Event-Driven Execution Model for SSSP

V [:]← fill(∞) .InitializeVertex()

Q← insert({〈root, 0〉}) . InitialEvents()

1: procedure Compute(G(V,E), Q)

2: while Q is not empty do

3: 〈i, δi〉 ← pop(Q)

4: temp← V [i]

5: V [i]← min(V [i], δi) . Reduce(a, b)

6: if V [i] 6= temp then . Needs to propagate

7: for each 〈u→ v, w〉 ∈ E | u = i do

8: δv ← V [u] + w . Propagate(u, v, w)

9: Q← insert(〈v, δv〉)

10: end for

11: end if

12: end while

13: end procedure . Converged graph state in V

received so far. Based on these two properties, we develop an event-driven model to support

delta-based graph computation. This approach completely decouples the communication

and control tasks of the graph computation.

We define an event as a lightweight-message that carries a delta as its payload.

Multiple events carrying deltas to the same vertex can be combined using a reduce operator

specific to the application to reduce the event population and, subsequently, event storage

and processing overheads. Execution of a vertex program can only be triggered by an event.
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Figure 5.2: Data access pattern in event-driven approach with a FIFO event-queue.

A set of initial events is created at the beginning as part of the application initialization.

When a processor receives an event for a vertex, it executes two tasks: 1) update of the

vertex state using the reduce operation, and then 2) generate a new set of events using the

propagate function described in Section 5.2. The newly generated events are collected in an

event queue from which they are scheduled to other processors to start execution of new

vertex programs.

Figure 5.2 shows a view of the computation model. At any time, the event queue

has a set of pending events. The event at the head of the queue is issued to a processor

which read-modify-writes the vertex value, then reads the corresponding adjacency list to

prepare and insert new events into the event queues. The memory accesses are still in

random order and require locking for parallel operation since two or more events to the

same vertex may be issued from the queue; our optimized design mitigates both of these

limitations.
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Coalescing Inflight Events

As discussed in Section 5.2, the reordering property of the propagation parameter

allows the architecture to combine multiple events to the same destination while still in

the queue using the reduce function without affecting program correctness; we call this

operation event coalescing. Event coalescing is critical for a practical asynchronous design

because every event in the queue can cause the generation of new events for every outgoing

neighbor or destination vertex, unless a termination condition is met. Consequently, for

every event consumption, new events are produced and the number of events in the system

will rapidly grow. For designing an event-driven processor with limited storage, we require

the event coalescing capability to ensure control over the rate of event generation.

Implicit Atomic Updates

In parallel execution, processors may attempt to update the same vertex’s state

simultaneously, necessitating locking or atomic updates. In Graphpulse, all the vertex mem-

ory accesses are associated with an event, and an event only modifies a single vertex value.

With the guarantee that, via coalescing, no more than one event is in-flight for any vertex,

safety for atomic access is naturally ensured. Our implementation completely coalesces all

events targeted to a vertex into one before it is scheduled preventing race conditions that

can otherwise arise in presence of concurrent updates.

Isolating Control Tasks from Computation

All memory accesses to vertex and edge data are isolated to the algorithm specific

task processing logic. The control tasks, which primarily consist of scheduling of vertex
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operations, are naturally encapsulated using the events abstraction, and do not require any

accesses to the graph data to schedule their computation. Coupled with the guarantee of

memory consistency, this isolation makes the vertex scheduling logic extremely simple and

the datapath highly independent and parallelizable. Also, the memory interfaces designed

are simple and efficient since there are only simple memory accesses to the vertex properties.

This model reduces memory accesses compared to the classical graph processing approaches

including Vertex-Centric Push/Pull and the Edge-Centric paradigms.

Active Set Maintenance

The events resident in the queue encapsulate the entire active computation, which

provides an alternative way to manage active sets using hardware structures. Vertices that

are inactive will have no events updating them; and the set of unprocessed events indicate

a set of vertices that are to be activated next. Most existing graph frameworks use bitmaps

or vertex-lists to maintain an active set which entails significant management overhead.

The event maintenance task is decoupled from the primary processing path in our model

which results in greater parallelization opportunities. Efficient fine-grained control over the

event-flow, thereby the scheduling of vertices, can be achieved via hardware support.

Initialization and Termination

After loading a graph, we bootstrap the computation as follows. We define an

Identity parameter that, when passed to the reduce operator with another value, leaves the

latter unchanged (e.g., 0 is identity for the sum() operation). We set the vertex memory to

the identity parameter for the graph. The initial events, that are set with the initial target
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Table 5.1: Functions for mapping algorithm to GraphPulse

propagate(δ) reduce Vj,init ∆Vj,init

PR-Delta α · Ei,j · δ/N(src) + 0 1− α

Adsorption αi · Ei,j · δ + 0 βj · Ij

SSSP Ei,j + δ min ∞ 0 (j=r); ∞

BFS 0 min ∞ 0 (j=r); ∞

Conn. Comp. δ max -1 j

value of the vertices, populate the event queue. The first event of a vertex is guaranteed to

trigger a change and then propagate it to other vertices to bootstrap the computation. The

event population eventually declines as the computation converges; an update event may

not generate new events if the update magnitude is below a threshold (e.g., in PageRank).

Eventually, the event queue becomes empty without replenishment and the application

terminates when there is no more event to schedule. We also provide the ability to specify

a global termination condition for better control with some applications (see Section 6.1.2).

5.3.2 Application Mapping

To implement a delta-based accumulative graph computation for compatible ap-

plications with our model shown in Algorithm 1, the user must define the few functions

described next. Table 5.1 shows the reduction and propagation functions, and the initial-

ization values for five graph applications.
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Reduce function expresses the reduction operation that accumulates incoming

neighbors’ contributions to a vertex, and coalesces event deltas in queue. It takes a delta

value and current vertex state to update state = state⊕ delta.

Propagate function expresses the source vertex’s propagation function (g(x)) that

generates contributions for the outgoing neighbors. It uses the change in state to produce

outgoing delta, ∆out = g〈E.src,E.dst〉 (∆V ).

Initialization function defines the initial vertex states to an identity value for

the reduction operator. Also, the initial event delta is set such that Reduce(Identity,

delta) results in the intended initial state of the target vertex.

Terminate function defines a local boolean termination condition in the framework

that checks for changes in the vertex state. Propagation for an event stops when the local

termination condition is valid and the vertex state is unmodified. The program stops if all

events have terminated locally.

Application Programming Interface

Due to the simple programming abstraction, user effort is modest. The user can

define program logic in HDL using custom functional modules and pipeline latency, or use

some common functional modules in GraphPulse (e.g., Min, Max, Sum). The user also

creates the array of initial events and vertex states, which are written to the accelerator

memory and registers by the host CPU.
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Chapter 6

GraphPulse: an Asynchronous

Graph Processing Accelerator

GraphPulse is an event-based asynchronous graph processing accelerator that

leverages the decoupled nature of event-driven execution. The event processing datap-

ath exposes the computational parallelism and exploits available memory bandwidth and

hardware resources. The accelerator takes advantage of low-latency on-chip memory and

customizable communication paths to limit the event management and scheduling over-

heads. The following insights from Section 5.3.1 guide the datapath design:

1. Vertex property reads and updates are isolated and independent, eliminating the

need for atomic operations. When sufficient events are available for processing, the

throughput is only limited by the memory bandwidth.

2. To sustain many parallel vertex operations, it should be possible to insert, dequeue,

and schedule events with high throughput.
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Figure 6.1: Overview of GraphPulse Design

3. Since no explicit scheduling is needed, the number of parallel vertex processing tasks

can be easily scaled to process increasingly larger graphs.

We next describe a baseline implementation guided by these considerations, and then de-

scribe the optimizations we incorporate to improve its performance.

6.1 GraphPulse Architecture

Figure 6.1 overviews the architecture of GraphPulse. The primary components

of the accelerator are Event Queues, the Event Scheduler, Event Processors, the System

Memory, as well as the on-chip network interconnecting them. The event processors directly

access the memory using an efficient high-throughput memory crossbar interface. For scal-

ability our goal is to leverage the bandwidth to support high degree of memory parallelism

and simultaneously present many parallel requests to memory. Because events are the unit

of computation, we aim to fit all active events in on-chip memory to avoid having to spill

and fetch events. However, for larger graphs, this is not possible, and we use a partitioning

74



0 5 10 15 20
Iterations

0

2

4

6

#E
ve
nt
s

1e7

Figure 6.2: Total events produced (blue) and remaining after coalescing (orange) with the
event-driven execution model in GraphPulse.

approach to support them (see Section 6.1.6). We consider a configuration with 256 event

processors for our baseline.

6.1.1 Event Management

Event Queue stores the events representing the active vertex set of the graph.

Events are stored as a tuple of destination vertex ID and payload (delta). Schedulers drain

events from the queue in sequence giving them to the processors, while newly generated

events are fed back to the queue. Since events are generated for all edges, the volume of

events grows rapidly, which represents an obstacle for efficient processing. Moreover, due to

the asynchronous processing, multiple activations of a vertex can coexist that then generate

multiple set of events over the vertex edges. Figure 6.2 shows the total number of events

produced during each iteration and the number of events remaining after coalescing for

PageRank running on the LiveJournal social network graph [6] (∼5M nodes, ∼69M edges).

We see that over 90% of the events are eliminated via coalescing multiple events destined
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to the same vertex. Dramatic reduction in the number of events also reduces the numbers

of computations and memory accesses. The queue is modeled as a group of collector bins

dedicated to a subset of vertices to simplify and scale event management. We set up the

mapping of vertices to bins such that a block of vertices close in memory map to the same

bin. Thus, when events from a bin are scheduled, the set of vertices activated over a short

period of time are closely placed in memory and thus the memory accesses exhibit high

spatial locality. The ordering approach transforms the inefficient random read/writes into

sequential read/writes as shown in Figure 6.3.

Events are deposited in the bin and the coalescer iterates over the events and

applies the Reduce methods over matching events. Following coalescing passes, only a

small fraction of unique events remain. However, buffering uncoalesced events significantly

increases pressure on the event queues, increases congestion and requires large memory.

Therefore to address this limitation, in Section 6.1.3, we present an in-place coalescing

queue that combines events during event insertion.
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6.1.2 Event Scheduling and Termination

The event scheduler dequeues a batch of events in parallel from the collectors. It

arbitrates and forwards new events to the idle processors via the interconnection network.

Scheduler drains events from one bin at a time, and iterates over all bins in a round-robin

manner (other application-informed policies are possible). We call one complete pass over

all bins a round. The scheduler allocates events to any idle processor through an arbiter

network. The processing cycle for an event begins with the event scheduler dequeueing an

event from the output buffer of the event queue when it detects an idle processor. The

event is sent via the on-chip routing network to the target processor. Upon receiving an

event, the processor starts the vertex program that can cause memory reads and updates

of the vertex state. After processing the event, the processor produces all output events

to propagate update of its state to directly impacted vertices along outgoing edges. The

events produced are sent to the event queues mapped to the impacted vertices.

Global Termination Condition

The scheduler maintains an accumulator to store the local progress from the pro-

cessors after they perform updates. The default behavior is to terminate when no events

remain. However, for applications that can propagate events indefinitely, an optional termi-

nation condition provides a way to stop the execution based on a user defined condition such

as a convergence threshold. For example, PageRank terminates when the sum of changes

in score of all vertices are lower than a threshold. Here, processors pass the deltas as local

progress updates to the scheduler where they are summed. A pass over the queue means
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all active vertices are accessed once, and the global accumulator represents global progress,

which can be used for termination condition.

6.1.3 In-Place Coalescing Queue

To avoid rapid growth of event population, we explore an in-place coalescing queue

that combines events during insertion, compressing the storage of events destined to the

same vertex. If no matching event exists, the event is inserted normally. Conversely, if an

event exists, the deltas are simply combined based on the application’s reduction function.

We use multiple bins inside the queue, with each bin structured like a direct-

mapped cache (Figure 6.4). The bins are split into rows and columns, and only one vertex

ID maps to a bin-row-column tuple so that there is no collision. Vertex ID isn’t stored since

the events are direct mapped. Vertices are mapped in column-bin-row order so that clusters

in the graph are likely to spread over multiple bins. The number of rows is based on the on-

chip RAM block granularity (usually 4096) and multiple memory blocks are operated side-

by-side to get a wider read/write interface that can hold power-of-two number of columns.

Each bin consists of a Simple Dual-Ported RAM block (with one read and one write port).

Event Insertion and Coalescing

Each bin can accept one new event per cycle, but the insertion has multi-cycle

latency. Specifically, insertion units are pipelined so that a bin can accept multiple events

in consecutive cycles. In the first cycle during the insertion of an event, the event in its

mapped block (if one exists) is read using the read port. In the next cycle, the incoming
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event is pushed into a combiner function pipeline along with the existing event (FPA unit in

Figure 6.5). We use four stages in the pipeline as most common operators can be designed to

have less than 4 cycles latency (e.g., 3 cycles for floating point addition) while maintaining

desirable clock speed. After the operation is finished, the combined event is sent to the

write port. During these 4 cycles, other event insertions can be initiated for another row,

since the read-write ports are independent and the coalescer is pipelined. When insertions

contend for the same row, the later events are stalled until the first event is written.

Event Retrieval

Events are removed from one bin at a time in a round-robin fashion. When it’s

time to schedule events from a bin, a full row is read in each cycle and the events are placed

in an output buffer. We prefer wide rows so that many events can be read in one cycle.

Insertion to the same bin is stalled in the cycles in which a removal operation is active.

Often towards the beginning or the end of an application, the queue is sparsely occupied.

It might waste many cycles sweeping over empty rows in these situations. We mark the row

occupancy using a bit-vector for each bin. A priority encoder gives fast look-up capability

of occupied rows during sweeping the queue.

Due to coalescing at insertion, only one event exists for a vertex in the queue.

As removal is done by sweeping in one direction in the bins, we can issue only one event

for a vertex in a given round. After a round is complete, the scheduler waits until all the

cores are idle before rolling over to the first bin again. This guarantees that race conditions

cannot occur without the need for atomic operations or per vertex synchronization.
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Another advantage of event coalescing is its ability to combine the effect of prop-

agation across multiple iterations, which is a virtue of the asynchronous graph processing

model. Figure 6.6 shows an example: the delta from processing event A in bin 1 is sent to

vertex C mapped to bin 2, where another event for vertex C already exists. Due to coalesc-

ing, vertex C will pick up the contribution that otherwise would have been processed in the

next iteration. Similarly event E will compound the effect of A two iterations earlier than

usual. We call this effect lookahead. In Figure 6.2, we showed that a significant fraction of

the events are eliminated by coalescing. Figure 6.7 shows the degree of lookahead contained

in these coalesced events for each round in a 256-bin event queue during PageRank-Delta

running on the LiveJournal graph. Because of coalescing and asynchronous execution, an

event quickly compounds the effects of hundreds of previous iterations of events in a single

round. Note that, the contributions from many vertices should quickly stop propagating

in uncoalesced model because of damping in PageRank, but they carry on here after be-

ing compounded with a bigger valued event. Coalescing exploits temporal locality for the

graph, while binning promotes spatial locality, without requiring large caches.
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The event-driven approach is prohibitively expensive to implement in software

due to the high overhead for generation, management, queueing, sorting, coalescing and

scheduling of events using message passing in software. However, since these primitives are

directly implemented by the accelerator in hardware, the overheads are essentially mitigated.

6.1.4 Event Processors and Routing Network

The event processors are independent, parallel, and simple state machines. The

processors are connected to the scheduler using a broadcast network to enable delivery

of events from any bin to any available processor. A memory bus connects the event

processors to the main memory for reading graph properties. The graph is stored in a

Compressed Sparse Row format in memory. The state machine starts after receiving a new

event from the scheduler. It reads the vertex property from memory, computes update from

the received event using the reduce() function, and writes update to the memory in the

subsequent steps. It resolves local termination check, and starts reading from EdgeTable if
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it is not terminated. Then, it uses propagate() function to compute new delta using the

neighbor ID. It pushes the new events to a broadcast channel which connects to the event

queues where they are picked up. After finishing its tasks, the processor generates a local

progress update (also defined by the application) that is passed to the scheduler along with

the processor’s status message for global progress checking. In our evaluation, we assumed

that event processing logic is specified via a Hardware Description Language, resulting in

specialized processors for the application. However, the function encapsulation provides a

clean interface to build customizable event processors or use a minimalistic CPU for the

event processors.

The baseline GraphPulse configuration consists of 256 processors on a system

connected to 4 DRAM memory controllers and coalescing event queues. The scheduler-

to-processor interconnect for the baseline design is a multi-staged arbiter network. The

processor-to-queue network is a 16x16 crossbar with 16 processors multiplexed into one

crossbar port. The complexity of the network is minimized by a number of characteristics of

the design: (1) we only need unidirectional dataflow through the network; (2) the datapath

communication can tolerate delays arising due to conflicts enabling us to use multi-stage

networks and to share ports among multiple processing elements; and (3) our events are

fixed in size so that we do not face complexity of variable size messages. We note that the

optimizations in Section 5 allow us to retain performance with a much smaller number of

cores which further reduces interconnect complexity.
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6.1.5 GraphPulse Execution Flow

Fig. 6.8 shows the steps and direction of the dataflow during the life-cycle of an

event in GraphPulse. Execution starts with some events already loaded in the queue, and

continues until the queue is empty.

Initialization. We assume that the accelerator starts with the host processor writing

the graph structure, initial vertex states, and a list of initial events corresponding to the

application to the main memory. Then, during step 0○, the Initializer module reads and

inserts the initial events into the queue to make the system ready for processing.

Event Issue. In step 1○a, the scheduler requests events from the queue, and the queue

emits events (if any) in batches in 1○b. The steps in 1○ execute in a continuous loop. The

scheduler holds the events in a buffer and passes them to the processing buffer in 2○ where

they are staged for execution.

Vertex Update. While the events wait in the queue, the prefetcher scans the vertex id,

computes the memory addresses, and prefetches all vertex properties (typically located in
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the same memory page) to the scratchpad memory in 3○. The Apply module takes the event

at the head of the buffer, reads vertex states and edge pointers from the scratchpad, and

applies the update to the event in 4○. After writing back the updated value to memory via

the scratchpad, 〈update value, edge pointer, number of edges〉 for a vertex is pushed to the

Edge Buffer in 5○ to generate the outgoing events only if the vertex requires propagation

(i.e., its state has been updated).

Event Generation. During step 6○, the prefetcher computes the edge address range to

be read, and fetches all needed edges (typically within a single memory page) to the cache.

Each generation stream takes the head of the buffer and loops over all the edges for the

vertex to generate new events in 7○. The events are pushed to an event bus through an

on-chip routing network in 8○. In step 9○ the event queue continuously scans the event

bus to pick up and insert the events in corresponding bins. This processing cycle repeats

until the queue is empty; this marks the end of evaluation where the initial graph has been

updated to the converged state.

6.1.6 Scaling to Larger Graphs

GraphPulse uses the on-chip memory to store the events in the coalescer queue.

Each vertex is mapped to an entry in the coalescer, which puts a limit on the size of the

active portion of the graph to be less than the maximum number of vertices serviced by

the coalescer. For large graphs, the on-chip memory of the accelerator will, in general, not

be big enough to hold all vertices. The inherent asynchronous and distributed data-flow

pattern of GraphPulse model allows it to correctly process a portion of the graph at a time.

85



Thus, to handle large graphs, we partition the graph into multiple slices such that each

slice completely fits into the on-chip. Each slice is processed independently and the events

produced from one slice are communicated to other slices. This can be achieved using two

different strategies: a) on-chip memory can be shared by different slices sequentially over

time while the inter-slice events are temporarily stored in off-chip memory; and b) multiple

accelerator chips can house all slices while an interconnection network streams inter-slice

events in real-time. We use the first option to illustrate GraphPulse scalability.

We assume that the graph is partitioned offline into slices that each fits on the

accelerator [56, 93, 94]. Most graph frameworks employ either a vertex-cut or edge-cut

strategy in partitioning graphs. Since our model is dependent on the number of vertices, we

limit the maximum number of vertices in each slice while minimizing edges that cross slice

boundaries. We relabel the vertices to make them contiguous within each slice. When a slice

is active, the outbound events to other slices are stored in off-chip memory. These events are

streamed in later when the target slice is swapped in and activated. Partitioning necessarily

gives rise to increased off-chip memory accesses and bandwidth demand. However, the

events do not require any particular order for storing and retrieval. We buffer the events

that are outbound to each slice to fill a DRAM page with burst-write. When a slice is

marked for swap-out, the bins are drained to the buffer and the new active slice’s events

are read in from memory. Both the read and write accesses to the off-chip memory is very

fast since they are sequential and can be done in bursts. The bins in the queues have

their independent pipelined insertion units that can insert the swapped-in events in parallel

without delay. Event coalescing occurs during insertion of events into the bins. Normal
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Figure 6.9: Optimization of event processing and generation in GraphPulse.

operation can proceed as soon as the first bin is swapped-in, allowing the swap-in/swap-out

process to be pipelined, and masking the switch-over latency.

6.2 GraphPulse Optimizations

In this section, we discuss optimizations and extensions to the baseline GraphPulse.

Analyzing the performance of the event execution, we discovered that the event processing

time was dominated by two overheads: (1) memory accesses to obtain the output vertices

needed to identify the targets of the generated events; and (2) the sequential cost to generate

the outgoing events. In this section, we introduce two optimizations to alleviate these

overheads.

6.2.1 Vertex Property Prefetching

Graph processing applications have notoriously low computation to memory la-

tency ratio. We implement a prefetching scheme to prevent starvation and idling of the

event processors. An input buffer is added to the processors and a small scratchpad mem-
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ory sits between the processor and the graph memory to prefetch and store vertex properties

for the events waiting in the input buffer as shown in Figure 6.9. Prefetching is possible

since we know the vertices mapped to each coalescing queue, and we are able to accurately

prefetch their outgoing set while they are scheduled for execution. We map the events in

the queue such that a block of vertices that are adjacent in graph memory remains adjacent

in the queue. The events in a block are swept and streamed together to the same input

buffer. The predictor inspects a window from the buffer to prefetch only the required data

in cache-line-size granularity. A carefully sized block (128 in this work) will cause prefetch

of all required addresses from a DRAM page together, allowing higher bandwidth utilization

than possible via caching alone. Since processors no longer manage data themselves and

the memory latency is separated from their critical path, we employ fewer processors (8 in

the experiments) to process only the vertices with data available for processing.

We include a small caching buffer with the edge memory reader to enhance the

throughput. Prefetching the outgoing edges makes it possible to streamline the generation

of events without experiencing expensive memory accesses during event generation. This

substantially reduces the event processing time and enhances the event processing through-

put. A simple N-block prefetching (N=4) scheme is used for edge memory reads. Since the

degree of a vertex are known during the processing phase, we pass this information to the

generation unit encoded in the vertex data as a hint for the edge prefetcher to set the limit

of prefetching (N) to avoid unnecessary memory traffic for low degree vertices.
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6.2.2 Efficient Event Generation

The memory traffic requirement for edge data compared to vertex properties is

very high for most graphs: edge data is typically orders of magnitude larger for most

graphs. After an event is processed, update events are generated to its outgoing edge set.

We observed that this step is expensive and frequently stalls the event processors limiting

processing throughput. The data per edge is small (4 bytes in most of our graphs and

applications). This makes reading and generation of events for multiple edges in the same

cycle essential for saturating memory bandwidth. Since the data dependence between the

processing and event generation phase is unidirectional, we decouple the processor into

two units: Processing and Generation (see Figure 6.9). We increase the event generation

throughput by connecting multiple of these generation streams to the same processing unit.

A group of streams in one generation unit share the same cache but multiple ports in the

event delivery crossbar. Each generation stream is assigned one vertex from the processing

unit when idle. Thus, we use parallelism to match the event generation bandwidth to the

event processing bandwidth enabling the processing units to work at or near capacity.

6.3 Experimental Evaluation

Next we evaluate GraphPulse along a number of dimensions: performance, mem-

ory bandwidth requirements, hardware complexity, and power consumption. First we de-

scribe our experimental methodology.
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6.3.1 Experimental Methodology

System Modeling

We use a cycle accurate microarhitectural simulator based on Structural Simula-

tion Toolkit [81] to model the primary components, the memory controller, and interconnec-

tion network. The event processor models are designed as state machines with conservative

estimation for latency of the computation units. The memory backend is modeled with

DRAMSim2 [83] for realistic memory access characteristics. The coalescing engine was

modeled as a 4 stage pipelined floating point unit in RTL. The interconnection network is

simulated with input and output queue to ensure congestion does not create a bottleneck.

Comparison Baselines

We compare the performance of GraphPulse with a software framework, Ligra [90].

We chose Ligra as the software baseline because, along with Galois [74], it is the highest

performing generalized software framework for shared-memory machines [118]. Moreover,

Ligra has an efficient shared memory implementation of one of the most robust technique

for active set management and versatile scheduling depending on the active set, which is at

the core of our work. We considered frameworks that support delta-accumulative processing

but those were all targeted for distributed environments and performed much slower than

Ligra. We measure the software performance on a 12-core Intel Xeon CPU. The relevant

configurations for both systems are given in Table 6.1.

In addition, we compare the performance with a hardware accelerator Graphi-

cionado [38], a state of the art hardware-accelerator for graph processing that uses the Bulk
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Table 6.1: Device configurations for software framework evaluation and GraphPulse with
optimizations.

Software Framework GraphPulse

Compute Unit 12× Intel Xeon Cores

@3.50GHz

8× GraphPulse

Processor @ 1GHz

On-chip

memory

12MB L2 Cache 64MB eDRAM @22nm

1GHz, 0.8ns latency

Off-chip

Bandwidth

4× DDR3

17GB/s Channel

4× DDR3

17GB/s Channel

Synchronous execution model. Since the implementation of Graphicionado is not publicly

available, we modeled Graphicionado to the best of our ability with the optimizations (paral-

lel streams, prefetching, data partitioning) proposed by the authors. We also gave zero-cost

for active vertex management and unlimited on-chip memory to Graphicionado to sim-

plify implementation, making our speedup vs. Graphicionado conservative. We provision

Graphicionado with a memory subsystem that is identical to that of GraphPulse.

Workloads

We use five real world graph datasets – Google Web graph, Facebook social net-

work, LiveJournal social network, Wikipedia link graph, and Twitter follower network in

our evaluations obtained from the Network Repository [84] and SNAP network datasets [61]

(see Table 6.2). We evaluate five graph algorithms – PageRank (PR), Adsorption(AD), Sin-

gle Source Shortest Path (SSSP), Breadth-first Search (BFS) and Connected Components
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Table 6.2: Graph workloads used in the evaluations of GraphPulse.

Graph Nodes Edges Description

Web-Google(WG) [62] 0.87M 5.10M Google Web Graph

Facebook(FB) [99] 3.01M 47.33M Facebook Social Net.

Wikipedia(Wk) [26] 3.56M 45.03M Wikipedia Page Links

LiveJournal(LJ) [6] 4.84M 68.99M LiveJournal Social Net.

Twitter(TW) [59] 41.65M 1.46B Twitter Follower Graph

(CC) on each of these graphs. We use the contribution based PageRank implementation

(commonly referred to as PageRankDelta), which is a delta-accumulative version of PageR-

ank. PageRankDelta execution was faster than the conventional PageRank in the Ligra

software framework and Graphicionado for our graph workloads, and therefore we use it

for our baselines as well. Ligra does not provide a native Adsorption implementation. We

created randomly weighted edges for the graphs and normalized the inbound weights for

each vertex. PageRank-Delta model was modified to consider edge weights and propagate

based on the functions provided in Table 5.1 for Adsorption. Twitter is large and does not

fit within the accelerator memory; thus we split it into three slices with one slice active at

a time using the methodology from Section 6.1.6.
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6.3.2 Performance and Characteristics

Overall Performance

Figure 6.10 shows the performance of the GraphPulse architecture in comparison

to the Ligra software framework. We observe an average speedup of 28× (10× to 74×)

for GraphPulse over Ligra across the different benchmarks and applications. The speedup

mainly comes from hardware acceleration, memory friendly access pattern, and the on-

the-fly event coalescing capability. BFS, SSSP and CC have similar traversal algorithms.

However, BFS and SSSP performance suffers because fewer vertices are active at a time

and vertices are reactivated in different rounds of the computation in contrast to CC where

the full graph is active for the majority of the computation. The Twitter graph achieves

comparable speedup to the other graphs, despite the fact that it incurs the overhead of

switching between active slices. Our intuition is that software frameworks incur more over-

head for large power law graphs for a computation like PageRank where vertices are visited

repeatedly; these overheads are not incurred by GraphPulse as communication is mostly on

chip.

Comparing GraphPulse performance to Graphicionado [38], we found that, on

average, GraphPulse is about 6.2× faster. The Figure also shows the performance of both

the baseline and the optimized version of GraphPulse (with prefetching and parallel event

generation); we see that the two optimizations dramatically improve performance.
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Figure 6.10: Performance comparison between GraphPulse (with and without optimiza-
tions), Graphicionado [38], and Ligra [90] frameworks; all normalized with respect to the
Ligra software framework. Twitter required partitioning from Section 6.1.6.

Memory Bandwidth and Locality

GraphPulse implements a number of optimizations to promote spatial locality and

utilize DRAM burst transfer speed whenever possible. Figure 6.11 shows the total number of

off-chip memory accesses required by GraphPulse normalized to Graphicionado. Even com-

pared to the efficient data access of Graphicionado, GraphPulse requires 54% less off-chip

traffic on average. GraphPulse’s processing model is memory friendly with events carrying

the input data to the computation. Coalescing and lookahead also contribute heavily to

reduce data traffic by combining computations and memory accesses and stabilizing many

nodes earlier. The effect is particularly apparent in CC, where many vertices gets stabilized

with the very first event. Finally, Figure 6.12 shows that in GraphPulse very large fraction

of data brought via off-chip accesses is utilized by the computation supporting its ability to

reduce random memory accesses.
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Figure 6.12: Fraction of off-chip data transmissions that resulted in useful computations in
GraphPulse.

Event Execution Profile

The average life-cycle of an event is highly dependent on the graph structure and

the algorithm. Figure 6.13 shows a breakdown of average time spent in different stages of the

processing path for an event. Individual vertex memory reads have long memory latency.

But due to locality aware scheduling and prefetching in the input buffer, latencies for the

accesses are masked and the average latency for the vertex memory reads become only few

cycles. This indicates the efficiency of the prefetcher. The process stage takes only few
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cycles too because of pipelining and brevity of typical apply tasks. The Gen Buffer stage

shows the time spent in the input buffer of generation streams after an event is processed

and waiting for generation units to be available. The time spent on edge memory access

appears to be high, but this is due to the large number of edges that need to be read for

event generation in power-law graphs. Figure 6.14 shows the fractions of time the processors

and generators spend accessing memory, processing and stalling. It is noticeable that event

generation units (right-side bar) spend close to 80% of the cycles reading edge memory.

This includes the latency to both read edges from cache and fetch from main memory. We

observed that the generation units saturate the memory bandwidth with prefetching and

high off-chip utilization. The processors (left hand bars) stall for about 70% of the cycles

waiting for generators to become available. We observed that this can be reduced to less

than 40% by doubling the ratio of generation streams at the trade-off of increased routing

complexity.
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6.3.3 Hardware Cost and Power Analysis

The coalescing event queue consumes the most power since it closely resembles

a cache in design and operation with the addition of a coalescer pipeline. We model the

queue using 64MB on-chip memory composed of 64 smaller bins operating independently. 8

scratchpads with 1KB capacity are placed alongside 8 processing cores (with 8×4 generation

streams). We use CACTI7 [7] for analysis of power and area for both memory elements.

The dynamic memory access is estimated conservatively from simulation trace. The total

energy for the whole event queue memory is ∼9 Watts when modeled in a 22nm ITRS-HP

SRAM logic. Although we use identical systems, GraphPulse accesses 60% less memory

than Graphicionado; we did not include DRAM power.

The event collection network is a 16×16 crossbar attached to a network of arbiters

allowing groups of Generation Streams to share a port. We modeled a complete RTL design

containing the communication network, coalescer engine, and event processors using Chisel

and synthesized the model. We assumed that the coalescing pipeline and event processors

require floating point units, which results in worst case complexity and power consumption
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Table 6.3: Power and area of the GraphPulse accelerator components

#
Power(mW)

Area(mm2)

Static Dynamic Total

Queue 64 116 22.2 8825 190

Scratchpad 8 0.35 1.1 11.6 0.21

Network 51.3 3.4 54.7 3.10

Processing Logic - - 1.30 0.44

estimates (recall that the coalescing logic is application dependent). The area of the circuit

stands at 3.5mm2 with a 28nm technology (excluding the on chip memory) and comfortably

meets the timing constraint for 1GHz clock. Power estimates show that custom computation

modules and the communication network consumes less than 60mW. A breakdown of the

power consumption of our evaluated design is presented in Table 6.3. GraphPulse is 280×

more energy efficient than Ligra due to the low power from the customized processing and

faster overall execution time.
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Chapter 7

Incremental Recomputation of

Streaming Graphs

Most graph frameworks optimize the performance of a given query against a fixed

graph. However, in many real-world applications, we are faced with the streaming graph

scenario where the graph is constantly changing as new entities are created, old entities are

removed, and new interactions take place over time. A stream of updates in the form of

edge/vertex additions/deletions is typically applied to the graph in batches for efficiency.

As the graph evolves, a straightforward approach is to restart the query from scratch after

applying a batch of graph updates. However, the number of vertices or edges modified

in a batch is typically exceedingly small relative to the size of the graph. Thus, as the

changes only modify a small subset of the graph for many queries, much of the computation

performed during reevaluation is redundant.
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To address this inefficiency, streaming graph systems support incremental update

of query results following changes to the graph, resulting in order of magnitudes speedups

over restarting the query. Examples of such software systems include Kineograph [21],

Tornado [89], and Naiad [72] that can handle only growing graphs (i.e., no deletions are

allowed). By far, the problem of incrementally supporting deletions is more challenging, and

only KickStarter [103], Graphbolt [67], and DZig [66] support it. We propose an algorithm

for incremental recomputation of a streaming graph and design an accelerator, JetStream

for running this algorithm in hardware.

The addition of edges is straightforward in the event-driven model; the added edge

simply creates a new event. In contrast, edge deletion is substantially more difficult for most

algorithms because it is often impossible to determine whether an update should propagate.

We support deletions in two phases: (1) incrementally transforming query results for the

previous version of the graph into a recoverable state for the updated graph, and (2) bringing

the results to convergence again. Although GraphBolt and KickStarter also proceed in two

phases, they rely on the Bulk Synchronous Processing (BSP), model which cannot work in

JetStream’s asynchronous model. Therefore, we develop new event-based algorithms where

both phases execute in a fully asynchronous fashion. JetStream serves both the class of

accumulative algorithms supported by GraphBolt and monotonic algorithms supported by

KickStarter.

In this chapter, we first illustrate the challenges and techniques for streaming graph

analytics, and then describe our event-driven algorithm for JetStream.
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Figure 7.1: Query evaluation on a streaming graph using an incremental algorithm (top)
and static algorithm (bottom).

7.1 Streaming Graph Analytics

A query evaluation over a streaming graph, as shown in Fig. 7.1, has two distinct

characteristics. First, it supports streaming updates: new graph updates also arrive as

the query is being evaluated. These updates are collected in a batch (e.g., ∆1 or ∆2

in Fig. 7.1) and are applied only after the query evaluation is complete and its results

reported. Graph updates consist of edge additions and deletions. A vertex addition can

be modeled by addition of the first edge to/from the vertex while modification of an edge

weight is modeled by its deletion followed by an addition of an edge with the same weight.

Second, query reevaluation leverages the existing state computed before the updates: after

a batch of updates has been applied, the query evaluation is resumed incrementally to

obtain the query results for the updated graph. In an algorithm (or accelerator) that

supports streaming operation, the reevaluation is performed as an incremental update of

the previous query result computed on the original graph, shown as approximate states in

Fig. 7.1, to avoid wasteful redundant computations. As updates continue to arrive, the

incremental computation is performed repeatedly. JetStream improves upon most prior

software streaming algorithms, which only support streaming edge additions, by allowing
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example graph; (b) uses previous state to recompute; (c) resets impacted vertex.

edge deletions. It also improves on most software frameworks by supporting concurrent

processing of multiple updates, gaining efficiencies from combining some of their overheads.

7.1.1 Incremental Query Evaluation

Incremental reevaluation uses the result of the prior query to find an intermedi-

ate approximation, which becomes the initial state for computing the query result on the

updated graph. Using the previous result for an approximation can lead to faster conver-

gence than using a random initial state for the updated graph. Intuitively, for many query

types, only a small fraction of vertices are affected by graph changes since batch sizes are

typically tiny compared to the size of the graph (thousands of edges in graphs with billions

of edges). Thus, a complete restart of the graph computation ends up doing substantial

redundant work. Of course, we need to have an effective algorithm for identifying which

vertices require recomputation for doing incremental updates.
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Motivation and Basic Operation

Monotonic algorithms often produce incorrect results in the presence of deleted

edges. We consider the example of an edge deletion(A→C) in the graph of Fig. 7.2(a)

for Shortest Path algorithm. Since the vertices only update when they receive a shorter

path value than their current state, the graph never reaches the expected result using the

previous result as shown in Fig. 7.2(b). We call this approximation unrecoverable because

the computation cannot recover to the correct result after being set into an incorrect state by

the edge deletion. If we reset the target of deletion to its initial value as shown in Fig. 7.2(c),

it still never reaches the correct result because other vertices (B,D,E) previously influenced

by it are also in incorrect states.

Fig. 7.3 shows the progress of a query evaluation through different phases. First, a

graph is initialized to an initial state. As computation progresses, the graph moves through

several intermediate states to reach a final state when the algorithm terminates. Here, the

final state is the correct converged state (static), and all intermediate states (including the

initial state) are recoverable states because the graph can reach the correct state from there.

A recoverable approximation is equivalent to one of these recoverable states from which the

graph is guaranteed to converge correctly. After applying the graph mutations, the challenge

in incremental graph computation is to find a recoverable approximation based on the

previous converged states. For this example, all the vertices possibly influenced through

the deleted edge in the initial evaluation is identified and reset in the recovery phase to

arrive at a recoverable approximation for the reevaluation. Incremental recomputation on

this approximation in the reevalauation phase leads to the correct result.
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Figure 7.3: Conceptual timeline showing vertex values over time through initial evaluation,
recovery, and reevaluation phases for SSSP on the example graph in Figure. 7.2.

Recovery Algorithms

A simple way to find the set of vertices affected by a deleted edge is to iteratively

propagate a tag downstream from the target vertex of the deleted edge as in GraphIn [88].

Note that if a vertex is not affected by an update, the propagation is not forwarded again.

The set of vertices tagged this way definitively contains all possibly impacted vertices. The

tagged vertices can then be reset to the initial value to acquire a recoverable approximation

for a monotonic convergence. When the query is reevaluated, the reset vertices converge

to correct states based on the mutated graph. An example for obtaining a recoverable

approximation using tag propagation in the recovery phase is shown in Fig. 7.3.

JetStream develops event-driven adaptations of vertex tagging and dependence

tracking so that they can be used to extend the GraphPulse architecture to support incre-

mental computation over a streaming graph. Monotonically converging algorithms where

vertex value computation is a selection task – such as ShortestPath, ConnectedCompo-

nents, WidestPath, and BFS – benefit from this approach. Graphs with accumulative
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update functions – such as PageRank and Adsorption – uses a simpler recovery technique

in the event-driven approach. Here, the impact of a deleted edge is negated by sending the

total contribution through that edge with negative polarity. This makes the event-driven

approach highly suited for the incremental computation of these algorithms.

7.2 JetStream Design Overview

We present the design of our event-based streaming accelerator and its underlying

algorithms in this section. First, we describe the event-driven execution model that Graph-

Pulse [79] is based on. Then, we formalize the problems of building a streaming accelerator

over a static one and describe the JetStream model that solves these problems.

7.2.1 Event-based Processing in GraphPulse

JetStream extends GraphPulse to support streaming graphs [79]. GraphPulse

employs event-driven execution to eliminate overheads of shared-memory frameworks (e.g.,

poor temporal and spatial locality, atomic memory accesses, and synchronization). The

event-driven execution is based on the delta-accumulative incremental computation (DAIC)

[116] model. In this model, contributions coming over different edges (termed delta) can

be applied independently and without any fixed order to compute the vertex state. The

model has two primary components – i) a Reduce task used to compute vertex state from

incoming deltas and previous vertex state; and ii) a Propagate task used to compute the

delta over each outgoing edge. In the event-driven model, lightweight messages called events

carry the deltas to their respective destination vertices. A vertex recomputes its state only
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if it receives an event (delta) and generates a new event only when its state changes from

the incoming event.

GraphPulse presents a complete execution model to run an iterative graph algo-

rithm using the event-based approach. Algorithm 1 shows the event-driven execution model

and how the SSSP application is mapped to the model. The user defines a Reduce() method

(line 5) expressing the reduction of incoming contribution and vertex state. A Propagate()

function (line 8) is defined for finding the delta over an outgoing edge and creating new

events. InitialVertex() and InitialEvents() methods are defined to initialize the vertex

states, V , and the initial set of events (Q) before the execution starts. The initial vertex

values are set to an Identity value for the Reduce() function, so that a vertex’s first re-

duction operation with an events is bound to change its state and propagate. With the

processing of the initial events, vertex states get updated towards convergence, and new

events are generated and inserted to Q. For each event in Q, the vertex update task is

triggered. When a vertex reaches convergence, its state does not change from incoming

events, preventing new event propagation (line 6). Eventually, Q becomes empty when all

vertices reach convergence terminating the application.

Proper execution and termination of the event-driven model depend on two prop-

erties of the graph algorithms. First, the Reordering Property requires that incoming contri-

butions over the incoming edges can be applied to a vertex in any order and independently

of each other. Second, the Simplification Property requires that vertex that does not change

state should not impact other vertices, i.e., it should not propagate, and other vertices

should not require its contribution for computing their states. Many important graph al-
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gorithms such as SSSP, SSWP, BFS, Connected Components, Incremental PageRank, and

many Linear Equation Solvers satisfy these properties. These algorithms are supported in

GraphPulse. JetStream too supports all these algorithms supported in GraphPulse without

any change to the application model.

7.2.2 Streaming Graph Computation Objective

GraphPulse computes the final converged state of a static graph. We want to find

the new converged state of the graph using JetStream after some mutation is applied to

the graph structure. To formally describe the objective of JetStream, we consider a graph

G0 = (V,E0) being initialized to a set of values IG = 〈∀j : ij =Identity〉 and converging to

C0
G = 〈c0, c1, ..., cn−1〉 for its final state. The Identity parameter is application-specific for

the graph algorithm; it is the initial value of the vertices and the non-dominant value for the

Reduce() operation (Algorithm 1). For streaming algorithms, we need to compute a new

convergence state C1
G for the mutated graph, G1(V,E1), using a recoverable approximation

AG based on C0
G. The approximation AG = 〈a0, a1, ..., an−1〉 is recoverable if convergence

can be reached for algorithm S starting from this approximation (Section 7.1.1). For the

selection-type algorithms, The vertex states progress from the initial value (Identity) to

the direction of convergence monotonically. A more progressed value dominates the Reduce

operation. In a valid approximation, all elements in AG must be less progressed than or

equal to the corresponding elements in the eventual converged state, C1
G. An approximation,

A = 〈∀i, ai =Identity〉, set to the initial value is a valid recoverable approximation but

an inefficient one since it is equivalent to computing the graph from the beginning. Hence,

finding a good approximation is critical for performance. Our proposed approaches in
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graph. (c) Propagation of deletes and resetting impacted vertices due to the deletion of
edge A � C in the graph. (d) Recovery of approximate state after request events are
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JetStream accomplish this by expressing the graph mutation as events and restoring the

mutated graph to a recoverable approximation for subsequent processing using the event-

driven model.

7.2.3 Event Representation of Graph Mutation

Any modification to the graph structure is expressed using an event in JetStream.

We assume that the modifications are batched, consistent with prior works on streaming

graphs. A batch will be queued as events that are released once the ongoing processing

iteration is complete. This choice to separate the update phase from the processing phase

eliminates the need for resolving race conditions between old and new values as the com-
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putation proceeds. Each modified edge is expressed as an event from the source to the

destination of the edge. The payload (delta) carried by the event is generated by reading

the previous converged state of the source vertex (which is approximate with respect to

the mutated graph) and computing the propagation value based on this state and the edge

attribute. This event represents the effect of the modified edge with respect to the previous

graph structure. Events are queued and held until all the modified edges have generated a

corresponding event. At this point, the new graph structure is active, and the events are

processed from the queue. We demonstrate the processing of edge insertion and deletion

events next.

Edge Insertions

Edge insertions are supported naturally by the event-driven model. The inserted

edge did not exist in the previous graph and had no effect that needs to be reverted. An

update along an edge can be applied to a vertex at any time in the asynchronous model.

Hence, an update coming along a newly-inserted edge is conceptually similar to an update

along an existing edge that was delayed; it has the same effect and gets processed in the

same way. JetStream computes an update using the old converged state of the source vertex

and the weight of the inserted edge, and queues it as an event for the destination vertex

along with regular events (Algorithm 2). Fig. 7.4(b) shows how an edge insertion triggers

a chain of updates. As the new edge (A � D) contributes to vertex D, the vertex gets

updated and propagates further with more events (D � G). Propagation ultimately stops

due to monotonicity when the event arrives at a more progressed receiver via (G � E). If

the state of the source vertex A itself is not stable, subsequent updates to the vertex will
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Algorithm 2 Converting edge-insertions to events

1: procedure ProcessInserts(G(V,E), Q, A〈u→ v, w〉)

2: for each 〈u→ v, w〉 ∈ A do . A = list of added edges

3: δv ← V [u] + w . Propagate(a, b)

4: Q← insert(〈v, δv〉)

5: end for

6: end procedure

be propagated using the mutated graph along the new edges and send the correct values

downstream eventually. Hence, a graph always remains in a correct or recoverable state

after edge insertions.

Edge Deletions

Edge deletions are not supported by most streaming systems (the exceptions being

Kickstarter and GraphBolt). JetStream supports deletions as in KickStarter while overcom-

ing some of its performance limitations when handling a batch of deletions. Specifically,

JetStream queues edge deletions as events in the same way as insertions. However, edge

deletion is more complicated since the deleted edge’s contribution to the previous converged

state must be reversed. For algorithms with accumulative updates, reverting the effect of

deleted edges is simpler. A vertex propagates an update downstream for all the updates it

receives and accumulates. As a result, we can infer the combined value of all updates it sent

along an edge during the previous evaluation by looking at its accumulated state and using

the Propagate function. Sending the inverse of its previous converged state, transformed

by the Propagate function, negates the cumulative effect of all updates over this edge.
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Algorithm 3 Converting deletions to events for PageRank (accumulatative algorithm).

1: procedure ProcessDeleteCumulative(G(V,E), Q,D〈u � v, w〉)

2: for each 〈u→ v, w〉 ∈ D do . D = list of deleted edges

3: δv ← −1× V [u]× (1− α)/deg(u) . Propagate(a, b)

4: Q← insert(〈v, δv〉)

5: end for

6: end procedure

Further propagation downstream of negative events from the receiver vertices leads to the

rollback of all contributions from this edge and puts the graph in a recoverable state. We

create negative events for the deleted edges as shown in Algorithm 3 to initiate recovery.

For algorithms having selective updates, it is more difficult to identify which edges

contributed to a vertex. The destination vertex of a deleted edge is reset to its initial value so

that it can be updated later in the reevaluation phase. We queue events with a delete flag as

shown in Algorithm 4. A vertex, upon receiving an event with a delete flag, will reset itself.

This change in the state goes against the direction of monotonicity. Therefore, when this

vertex propagates its updates to its neighbors, the update events will be discarded by the

receivers in the Reduce function since they already have a more progressed state. However,

this more progressed state may have resulted from the contribution of the deleted edge.

Hence, the graph stays in an incorrect state if these vertices are not corrected. To solve this

problem, we devise an event-driven edge deletion algorithm that identifies the potentially

affected vertices and efficiently resets them to acquire a recoverable approximation following

the technique described next.
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Algorithm 4 Converting deletions to events for SSSP (selective algorithm).

1: procedure ProcessDeletesSelective(G(V,E), Q, D〈u→ v, w〉)

2: for each 〈u→ v, w〉 ∈ L do

3: Q← insert(〈v, 0〉)

4: end for

5: end procedure

7.2.4 Impacted Vertex Detection and Recovery

To handle an edge deletion correctly, the vertices impacted by a deletion must be

identified, and their states reset to a recoverable value. Impacted vertices are identified by

propagating a delete tag to all outgoing neighbors of an impacted vertex and tagging them

as impacted in a manner similar to KickStarter [103]. When a deletion event first arrives

at a vertex, we set the vertex state to the initial Identity value (tag it) as shown for vertex

C in Figure 7.4(c). Hence, textittagged vertices can react to updates from future events.

Delete events are propagated along each outgoing edge. A delete event cycling back to an

already tagged vertex (e.g., G→ E) will not propagate. Multiple delete events queued for

the same vertex can be coalesced since tagging a vertex once is sufficient. When a vertex

is reset, the vertex Id is added to a list. Hence, the set of vertices tagged this way contains

all vertices whose states could have been potentially influenced by the deleted edge. The

process is shown in Algorithm 5. The list is used to revisit these vertices to recompute their

approximate states as described next.

A new recoverable approximation for the impacted vertices must be found in case

the query cannot progress to some impacted vertices. For example, in Fig. 7.4(a), a SSSP
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query running from A cannot reach E because vertices B and D are already in a correct

state, and will not propagate new events along B → E and D → E after edge deletion.

KickStarter solves this problem by reading all neighbors states again to reestablish an

approximate state for an impacted vertex. Unfortunately, this approach generates many

memory reads with a random access pattern. Many of the vertices are also read by multiple

deleted vertices creating opportunities for data reuse. Instead of reading the states of

the neighboring vertices directly, we create a request event to request updates from the

neighbors. The request event has a request-flag bit set and the payload set to Identity in

order to avoid affecting any other events and vertices. When a vertex detects the request-

flag, it must propagate to its neighbors, even if it does not update itself. The request events

are coalesced, hence, combining the reads for each vertex. Also, when they pass through

the queue, the events are sorted by their destination vertex ID so that a sequential memory

access pattern occurs when they are processed. Upon receiving the response to the request

event, the impacted vertex will reestablish an approximate state closer to convergence based

on its neighbors’ approximate states.

A second inefficiency persists in other approaches because computing an approx-

imate state from neighbors’ approximate states is often wasteful since these approximate

states may change again during query evaluation. To address this problem, we exploit the

asynchronous nature of the model – we can delay the vertex reads or recomputation until

after the effect of the initial events and inserted edges are applied. We overlap the execution

of request events with query events and edge insertions, so the vertex updates move the

vertex closer to the final converged states.
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Algorithm 5 Recovering approximations of vertices impacted by deletions for SSSP.

1: procedure ResetImpacted(G(V,E), Q)

2: X ← ∅ . List of impacted vertices

3: while Q is not empty do

4: (i, δi)← pop(Q)

5: if V [i] 6= Identity then

6: V [i]← Identity . Tag vertex

7: X ← X ∪ {i}

8: for each (u→ v, w) ∈ E | u = i do

9: Q← insert(〈v, 0〉) . Propagate delete

10: end for

11: end if

12: end while

13: end procedure

14: procedure Reapproximate(G(V,E), Q, X)

15: for each i ∈ X do . Create events with request flag(ρ)

16: for each (u→ v, w) ∈ E | v = i do

17: Q← insert(〈u, Identity, ρ〉)

18: end for

19: end for

20: end procedure
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After the delete phase is over, JetStream revisits each vertex in the list of impacted

vertices and sends request events along each incoming edge of a vertex at the beginning of

the processing phase. If the impacted vertices are on the path of a propagating query, their

states update to the correct states since their approximate state (Identity) can be updated

by all contributions. If the vertex does not belong to the query propagation path, the

responses to request events set them to the correct state. Thus, a graph always remains in

a correct state after deletion is processed in this technique. The pseudocode for processing

deletes is shown in Algorithm 5.

7.2.5 Recomputaion of the Mutated Graph

JetStream execution process uses the original computation technique of Graph-

Pulse to recompute the graph after setting up the approximate state and populating the

event queue with appropriate events as described above. Because the recovery after delete

is handled differently in the two different types of algorithms (accumulative vs. monotonic),

the processing phases are scheduled differently for them. We discuss both of them next.

Algorithms with Selective Update

After receiving a batch of edge updates, we first process the deleted edges and

insert deletion events in the queue to reset the target vertices. In the next phase, the

events are allowed to execute on the previous version of the graph; all potentially impacted

vertices are reset to their initial value. Afterward, events with request-flags are queued for

all the neighbors of the impacted vertices. We process the inserted edges at this point to
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Algorithm 6 Overall processing flow for SSSP.

1: procedure ProcessStream(G(V,E), Q, A〈u � v, w〉, D〈u � v, w〉)

2: ProcessDeleteSelective(G(V,E), Q, D〈u � v, w〉)

3: X ← ResetImpacted(G(V,E), Q) . Queue is empty

. Delete phase ends

4: Reapproximate(G(V,E), Q, X)

5: ProcessInsertions(G(V,E), Q, A〈u � v, w〉)

. Switch to new graph structure

6: Compute(G(V,E), Q)

7: end procedure . V holds correct result

Algorithm 7 Overall processing flow for PageRank.

1: procedure ProcessStream(G(V,E), Q, A〈u � v, w〉, D〈u � v, w〉)

2: ProcessDeleteCumulative(G(V,E), Q, D〈u � v, w〉)

. Switch to intermediate graph structure

3: Compute(G(V,E), Q) . Q empty : Delete phase ends

4: ProcessInsertions(G(V,E), Q, A〈u � v, w〉)

. Switch to new graph structure

5: Compute(G(V,E), Q)

6: end procedure . V holds correct result
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create and queue the events for them. The insertion events can coalesce with the request

events existing in the event-queue simply by setting their request-flag bit. The graph is

then switched to the new version, and the events in the queue are allowed to process in the

typical computation flow of GraphPulse. The only difference is that whenever any vertex

receives an event with a request flag, it propagates its state to all its outgoing neighbors even

if it does not change its state. These responses to the reapproximation request allow the

impacted vertices to set their new state using the states of their neighbors. At the end of

this phase, when the queue is empty, the graph arrives at a correct state, and the process

of reevaluation concludes. The process is shown in Algorithm 6.

Algorithms with Accumulative Update

These algorithms do not need reset since a deleted edge can be negated with a

regular event with negative polarity. After creating events for the deleted edges, we load an

intermediate version of the graph without the deleted edges to break any cyclic path in the

graph. Algorithms that propagate updates based on degree, such as PageRank, undergo

changes in the weight of all edges when an edge is added or deleted. To handle this, we

first delete all outgoing edges of the vertex having an edge added or deleted, turning it into

a complete sink for the intermediate version of the graph. In the example of Fig. 7.5(a),

any cyclic propagation through vertex B is stopped by deleting edges to D and E too.

All outgoing edges of vertex B are added to the batch of deleted edges (Fig. 7.5(b)). We

next process these deleted edges to populate the event queue with negative events. Next,

a computation phase on this intermediate graph effectively removes all contributions of

vertex B from the graph. Creating the intermediate graph is not expensive since it can be
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Figure 7.5: Showing an edge deletion for accumulative algorithms: (a) initial graph with
B�C to be deleted; (b) intermediate representation; (c) mutated graph.

achieved simply by adjusting the pointers to the edge list to skip the deleted vertices. We

then add back all the edges of vertex B (except the actually deleted edge B�C) to the batch

of inserted edges so that it resembles the new graph structure (Fig. 7.5(c)). This batch

of edge additions is processed to create events in the queue. When the compute phase is

rerun on the new version of the graph, the result is correct for the mutated graph. The

steps in this model are shown in Algorithm 7. We note that the manipulation of the edge

addition or deletion batch only affects the preparation of the streaming batch; the actual

vertex computation remains the same as GraphPulse.
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Chapter 8

JetStream: a Streaming Graph

Processing Accelerator

JetStream builds on GraphPulse, which uses an event-driven asynchronous pro-

cessing model, with reported speedups of up to 6× relative to BSP-based accelerator

(Graphicionado [38]). The event-driven model naturally supports asynchronous graph pro-

cessing with faster convergence via greater parallelism, reduced work, and elimination of

synchronization at iteration boundaries. In addition to its state-of-the-art performance,

we chose GraphPulse because it maps incremental update operations to a series of events

naturally within the existing architecture. JetStream supports all algorithms compatible

with delta-accumulative computation [116], as is the case in GraphPulse.

JetStream is an asynchronous graph processing accelerator leveraging the event-

driven execution model to operate on streaming graphs. The decoupled nature of event-

driven execution allows the accelerator to extract abundant parallelism for the computation
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flow and utilize memory bandwidth efficiently. A significant performance boost comes from

the efficient utilization of low-latency on-chip memory resources for the transient short-

lived communication data. In addition, specialized communication paths and scheduling

primitives allow the accelerator to operate with very little overhead for control and syn-

chronization. JetStream extends the datapath of GraphPulse, to accommodate the model

described in Section 7.2. JetStream adds new modules for reading and processing streaming

data, as well as re-implements the coalescing queue, and vertex update and propagation

logic to account for the new types of events.

The accelerator is designed to work alongside a host as an ASIC/FPGA-based

co-processor with dedicated DRAM memory and independently addressable memory space.

The host processor allocates and initializes the graph and the initial events in the accelerator

memory as defined by the programmer via a provided API. The accelerator performs the

graph computation independently based on configurations received from the host. It alerts

the host when computation finishes so that the graph state can be read back.

This chapter describes the architectural components of the GraphPulse core and

highlights the extensions for JetStream. JetStream retains the GraphPulse datapath and

adds a Stream Reader module for creating events from streaming data as described in

section 7.2.3. It extends the vertex update module with a vertex reset logic, a scheduler

with multiple policies, and coalescer logic incorporating delete event coalescing described

in Section 7.2.4. A detailed view of the JetStream datapath is shown in Fig. 8.1, where the

shaded components indicate modules added to or extended from GraphPulse. JetStream’s

architectural changes do not disrupt the regular computation on static graphs. As a result,
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JetStream can perform both the initial non-incremental evaluation (like GraphPulse) and

streaming evaluation efficiently. We describe the complete execution flow of JetStream

later in this section. Furthermore, JetStream derives its functional module from the same

programming API defined for GraphPulse; so minimal additional user effort is necessary to

program JetStream. In the remainder of this section, we describe the primary GraphPulse

components and how JetStream extends them.

8.1 Event Management

All computations are expressed as contributions along edges and propagated us-

ing events in the event-driven model. Events are lightweight messages that trigger vertex

computation at the destination vertex. GraphPulse events are tuples containing a target

vertex Id and a payload. The payload contains the vertex contribution along the edge. In

JetStream, event payloads also contain some flags indicating special tasks (e.g., request flag

mentioned in Algorithm 5). We describe optimizations in Section 8.7 that add extra data

to the event payload in JetStream.

The event queue is the storage for active events in the system representing the set

of active vertices. GraphPulse employs a fast on-chip queue capable of in-place coalescing.

The queue contains multiple bins. Each bin is structured into a grid of rows and columns,

and only one vertex is mapped into each cell by vertex index. The bins behave similar to a

direct-mapped cache. During event insertion, if another event already exists in its mapped

cell in the queue, the events are combined with the Reduce operation (coalescing). Thus,

only one event for a vertex can exist in the queue at any time.
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The queue is capable of fast parallel insertion of events received on the input bus.

The bins are implemented on Simple Dual-Ported on-chip memory where one row can be

read and written in each cycle. Furthermore, each bin is equipped with a coalescer pipeline

that can insert one event every cycle even though coalescing may have multi-cycle latency.

During insertion, the coalescer reads the existing event (if any) in the mapped block on the

first cycle. Then, the existing event is reduced with the new events in the following cycles

and written back.

Events are emitted in batches for processing. Since GraphPulse supported algo-

rithms allow reordering of edge contributions, events can be emitted in any order. Graph-

Pulse reads one full row of events at a time from a bin and puts it into a drain buffer. Events

are drained from one bin at a time in a round-robin fashion. The vertices are mapped in

such a way that a group of vertices whose states reside in the same DRAM page is also

mapped in the same row in the queue. Thus, processing the events in one row of the queue

within a short period provides a high spatial locality for the graph memory.

JetStream leverages the same queue architecture as GraphPulse. The coalescer

pipelines are extended to combine delete events as well during the recovery phase. Two

delete events can be merged since they do not carry any data. Additionally, fewer vertices

can be mapped to the queue (for the same on-chip memory size) since the event payload in

JetStream is bigger than GraphPulse. Hence, JetStream uses smaller-sized graph partitions

than GraphPulse.
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8.2 Event Scheduler

The GraphPulse event scheduler dequeues events from the queue and puts them in

a buffer. It keeps track of processor occupancy, and arbitrates events to the processors with

the least workload. It issues the events in the same queue row to the same processor for

enhancing spatial locality. The scheduler also tracks the progress of the processing engines

and the occupancy of the queue. When all the bins have been drained once, we say that

a round is completed. The scheduler waits for the processors to idle before starting a new

round. Since only one event for a vertex can exist at the time of emitting event, there

cannot be more than one event scheduled for the same vertex in one round; this eliminates

the need for atomic operations and simplifies memory access and synchronization. When the

scheduler detects that the queue is empty and all processors have completed their assigned

workload, it indicates the end of the computation phase and terminates the application.

In JetStream, the scheduler is extended to run the execution in multiple phases.

When a streaming batch is ready, the scheduler starts processing for the recovery phase that

precedes the regular computation phase. The recovery phase starts with populating the

queue with delete events from graph mutation. Then it proceeds like a regular computation

phase and ends when there is no delete event remaining in the queue. At the end of this

phase, the graph is in a recoverable approximation state. Finally, the scheduler triggers

the creation of addition events from added edges and runs the a regular computation phase

(reevaluation) to obtain the final graph state.
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8.3 Event Processing Engine

GraphPulse event processors are independent, parallel, and simple state machines.

They continuously process events that are placed in their input FIFO buffers by the sched-

uler. The processors compute the vertex states using the user-defined Reduce() method

and apply the updates to the vertex memory. Since the processors receive events that are

closely located in the memory in one batch, they can prefetch the vertex properties for these

events. Each processor is equipped with an on-chip scratchpad prefetcher that can prefetch

vertex data for all the events in the processing buffer. The prefetcher scans the buffer and

reads the off-chip memory in such a way that vertex properties residing in the same DRAM

memory page are read in a group, thus increasing memory access efficiency. The processors

read and write vertex data through the scratchpad memory. The scratchpads can access

any memory channel through an efficient memory bus.

When vertex states change, the processors pass the updates to one of their event

generation streams. The generation streams read the edges and compute the contributions

using the Propagate() method to pass along the edges. Event generation streams also

read the edge data through an edge cache connected to an off-chip memory bus. Since

edge lists are contiguous in memory, the prefetcher requests the next memory block smartly

based on the edge pointers and the number of edges in the Edge ID Buffer. The generation

streams are connected to the queue using a crossbar. 32 generators of 8 processing engines

share the input ports of the 16×16 crossbar, and the queue bins share the output ports.

JetStream utilizes the same event processor system during its regular computation

phase. The apply logic is extended with a reset logic that sets a vertex to Identity
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Figure 8.1: Detailed JetStream datapath. Blue arrows show data flow, red arrows indicate
control signals, green and yellow arrows represent on-chip and off-chip memory transfers
respectively. Shaded modules are new or modified in JetStream.

(Algorithm 5, line 6) when it receives a valid delete event during the approximation phase.

It also, writes the vertex index to the Impact Buffer if a vertex resets its state from a delete

event. Additionally, the processing buffer is increased in width to accommodate larger event

size for JetStream.

8.4 Stream Processing Modules

JetStream adds a Stream Reader module that reads the lists of deleted and inserted

edges from the main memory and schedules them to the processing engines during the

approximation phase. The Stream Reader module and the other new modules that are

added for the JetStream datapath are shown with shaded boxes in Fig. 8.1. The list of

deleted edges is read first as 〈source, destination, weight〉 and events are created from these

edges according to Section 7.2.3. Next, these events are used to find the sets of impacted
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vertices during the recovery phase. Finally, the list of added edges are read, and events are

created after the approximation is complete.

The Impact Buffer stores the indices of the vertices impacted by the deleted edges

during the recovery phase. The Apply unit sends the index of an impacted vertex to the

Impact Buffer module that writes to a list in its internal buffer. The list is written from

the buffer to the main memory in batches. The Impact Buffer module also reads back the

list and creates request events for the impacted vertices as described in Section 7.2.5. Since

the reads and writes are done in bulk, they are sequential accesses and can be done with

low overhead.

8.5 JetStream Execution Flow

Fig. 8.1 shows the steps and direction of the dataflow during the life-cycle of an

event. The dataflow differs for the initial (static) and incremental evaluation. JetStream

inherits the regular computation phase described in section 6.1.5 from GraphPulse and uses

it for the initial static evaluation. The incremental evaluation is added in JetStream and it

is required for fast evaluation of streaming graphs.

Delete Setup and Preparation. Edge additions are directly supported as regular events

since they do not affect the monotonicity of the algorithm; we focus on the more difficult

deletion support. The Stream Reader reads the deleted edges first in A○ and passes them

to the processing engines through the scheduler ( 2○). Reusing steps 3○ - 5○, the vertex

state for the source vertex is read (but not updated) and the 〈vertex state, destination, edge

weight〉 is passed to the generation unit. Step 7○ is used to find the propagated value, and
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create a delete event for the destination vertex that is forwarded to the queue using 8○, 9○.

Note that the computing elements of 4○ and 7○ are not necessary for the basic model. But

they are used during the optimizations described in Section 8.7.

Delete Propagation. After all the delete events are queued, a normal computation cycle

(steps 0○- 9○) is executed until there remains no delete events in the queue. The Apply unit

and Propagation unit use the logic defined in Algorithm 5, line 6 and 9. The Apply unit also

writes the Id of a deleted vertex in step B○ to the Impact Buffer during step 4○.

Finalizing Approximation. After the delete propagation step concludes, we reschedule

the vertices from the Impact Buffer (step C○) and reuse steps 2○- 9○ once to create request

events for their incoming edges. In this phase, step 4○ reads the incoming edge pointers

from the memory (in contrast to the outgoing edge pointer as in other phases). Following

this, the Stream Reader reads the inserted edges, and creates insertion events using 2○- 9○

the same way as deleted events. This completes the approximation phase. At this point, the

regular computation phase ( 0○- 9○) can execute again to evaluate the modified graph. As

further streaming updates are received, the engine keeps finding recoverable approximation

and rerun computation phase keep processing streaming data.

8.6 Graph Representation and Partition

GraphPulse stores the graph structure in a Compressed Sparse Row (CSR) format

and the vertex states in simple contiguous arrays. JetStream assumes the same CSR graph

storage format. However, different from GraphPulse, JetStream requires access to the

incoming edges for each vertex, which are stored in another CSR structure. Since the host
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processor maintains the graph structure, we leave the task of maintaining the evolving edge

list to a suitable software graph versioning framework. In the simplest case, we assume

the host writes a new CSR for the mutated graph version to the accelerator memory and

swaps the pointer to the CSR after each batch iteration. Thus, JetStream can start using

the new version of the graph. In practice, any graph versioning storage, such as Version

Traveler [54] or GraphOne [58], can be used. JetStream can interface with any framework

that allows a CSR abstraction to access the internal evolving graph structure, and only the

address translation logic needs to be extended for interfacing.

The hardware queue can accommodate events for a limited number of vertices.

So large graphs are partitioned into slices using a minimum edge-cut strategy to avoid

overwhelming the queue. GraphPulse processes one slice of the graph at a time in a round-

robin manner and temporarily stores the cross-partition events to the off-chip memory.

After one round over a slice, it is swapped out by writing the pending events to the off-chip

memory. Then, a new slice is activated; its events are read back from memory and inserted

into the queue. We keep the same partitioning and swapping technique of GraphPulse, as

JetStream extensions are not dependent on graph structure. Note that the partitions may

not remain optimal as the graph continues to evolve. To reduce the fraction of edge-cuts, we

can periodically re-partition the graphs or deploy dynamic graph partitioning tools [43, 101]

without affecting the JetStream workflow.
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Figure 8.2: Dependency tree for the example in Figure 7.4: (a) before deletion; (b) after
reset; (c) after reevaluation for the deleted edge A→C.

8.7 Optimizations

We have described a system that uses a tagging approach during edge deletion

(Section 7.2). Next, we describe extensions to the delete propagation algorithms to capture

a smaller set of impacted vertices.

8.7.1 Value Aware Propagation (VAP)

A fundamental property of monotonic algorithms is that the updates propagated

from a vertex along its outgoing edges are always less progressed (closer to Identity) than

the vertex itself. For example, in a Shortest Path (SSSP) algorithm, all the distances trans-

mitted via edges are longer than the vertex’s distance from the root. In typical selection-

based algorithms, a vertex selects only the incoming edge with the most progressed update

to set its state. VAP exploits the observation that any source vertex that propagates an

update that is less progressed than the destination’s state, can not be the contributor to its

state. Thus, when a vertex is impacted, VAP avoids resetting any neighbor that is more

progressed than the resulting contribution from the impacted source.

Implementing VAP requires changes to the event propagation and update logic.

The JetStream engine already uses a Propagate logic to compute the value of the events
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generated along outgoing edges. This same logic is used to compute the propagated value

along the deleted edge during the creation of delete events. Upon receiving this event, a

receiver vertex compares the event payload to its current state. If the received value is less

progressed than the receiver, it can be safely discarded. Otherwise, the vertex resets itself

to the initial value and propagates the updates along its edges using its previous state. The

delete events with value can be coalesced in the queue using the same reduce() function

as the one for regular events. Only the most progressed event will remain, and if that does

not impact the destination vertex, the delete event is not propagated. This substantially

reduces the number of impacted vertices in the system for applications with distinct edge

weights and vertex states

8.7.2 Dependency Aware Propagation (DAP)

Comparing values in applications where clustering vertices settle to the same value

is futile. For example, a BFS algorithm sets all nodes to the same value, and VAP cannot

exclude any vertex based on value. For such algorithms, we exploit another observation that

the vertex states depend on the contribution of only one incoming edge for each vertex. The

first contribution that sets a vertex state to the final value is the one that the vertex depends

on. Subsequent contributions carrying the same update value cannot affect the vertex.

Therefore, deletes propagated along these edges can be safely discarded. The approximate

state is recoverable as long as the first contributing vertex remains stable. We adapt the

notion of Dependency Tree introduced in KickStarter [103] to the event-based model for

these kinds of applications.
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Formalization

We capture the flow of useful contributions across the graph to identify depen-

dency. We use the notion of a Leads-To relationship (Z⇒) that represents the effect of a

vertex on the transition of a neighbor’s state. Specifically, A Z⇒ B if the state of B tran-

sitions from the contribution of A. In a cyclic path A � B � C � A with a BFS query, if

A Z⇒ B and B Z⇒ C, then C YZ⇒ A because A would have already reached the final state

and would not transition from the contribution (futile) from C. Discarding all delete prop-

agation u � v where u YZ⇒ v still produces a recoverable approximation. We can represent

the Leads-To relationship in the form of a tree. Note that multiple valid versions of the

dependency tree may exist depending on the order in which events are processed.

Implementation

We add a dependency field to the vertex state to record the source of the first

event that updates it to a stable value. We also add a field to the event payload that carries

the Id of the source of that event. When an event updates a vertex, the vertex changes its

dependency field to match the source of this event.

While coalescing two events in the queue during regular computation, we retain

the source of the event that is dominant in the Reduce function. We disable coalescing

during the recovery phase because the source information of a delete event will be lost after

coalescing. We extend the queue with an overflow buffer that stores the extra events when

multiple events are received for the same vertex. The overflow buffer writes to the off-chip

memory in blocks when full and reads back in blocks when issuing events. These off-chip
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accesses have low overhead as the number of delete events is far smaller than the events in

a regular computation.

During event processing, a vertex only resets itself and propagates the delete if

the dependency field matches the source ID of the delete event. Other delete events are

discarded, greatly pruning the set of impacted vertices. Fig. 8.2 shows the vertex states

and dependency trees during different stages of the incremental evaluation for the example

graph of Fig. 7.4.

Overheads

This approach changes the data structure requiring more memory for vertex states

and on-chip events compared to VAP. However, the dataflow architecture and the control

sequence remain intact. Only the vertex update logic and event coalescing logic need to be

modified. Not coalescing events during recovery raises the concern of transaction safety if

multiple events are issued to processors concurrently. This is not an issue. Because in this

approach, only one event matching the dependency field can reset a vertex, and thus only

one vertex process will write back to memory.

8.8 Evaluation

JetStream is implemented on a cycle-accurate microarchitectural simulator based

on the Structural Simulation Toolkit (SST) [81]. The off-chip memory is modeled with

DRAMSim2 [83]. We use a detailed bus communication, scratchpad, and cache memory

model built within SST to evaluate communication and memory access characteristics. The
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Table 8.1: Experimental configurations for JetStream.

Software Framework JetStream

Compute

Unit

36× Intel Core i9

@3GHz

8× JetStream Processor

@ 1GHz

On-chip

memory

24MB

L2 Cache

64MB eDRAM @22nm

1GHz, 0.8ns latency

Off-chip

Bandwidth

4× DDR4

19GB/s Channel

4× DDR3

17GB/s Channel

event processing and memory system configuration of the modeled framework is shown in

Table 8.1. For large workloads unable to fit in the on-chip memory, we followed the same

partitioning technique as GraphPulse. We used PulP [93] for edge-cut-based slicing of the

graphs.

8.8.1 Experimental Setup

Our comparison is focused on showing both the advantage stemming from algo-

rithmic support and hardware acceleration. First, we show the benefit of the incremental

reevaluation by comparing the performance with ”cold-start” computation of GraphPulse,

where the whole graph is processed from initial states after each batch of updates. We

used the same hardware configuration for GraphPulse and JetStream. Then, we compare

the performance and characteristics with two software frameworks to show the benefit of
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Table 8.2: Input graphs used in the experiments for JetStream.

Graph Nodes Edges Description

Wikipedia(Wk) [26] 3.56M 45.03M Wikipedia Page Links

Facebook(FB) [99] 3.01M 47.33M Facebook Social Network

LiveJournal(LJ) [6] 4.84M 68.99M LiveJournal Social Network

UK-2002(UK) [12] 18.5M 298M .uk Domain Web Crawl

Twitter(TW) [59] 41.65M 1.46B Twitter Follower Graph

accelerating a streaming graph analytics engine. We compare with GraphBolt [67] for accu-

mulative algorithms and KickStarter [103] for monotonic algorithms with selective updates.

The system configuration for software benchmarks is shown in Table 8.1.

Workloads

To demonstrate the performance of realistic workloads, we select five real-world

graph datasets (see Table 8.2). Among these workloads, Wikipedia and UK-2002 domains

graphs represent narrow graphs with long paths, and Facebook, Livejournal, and Twit-

ter graphs represent large, highly connected networks. We run 6 graph algorithms on

these datasets for our evaluation. ShortestPath (SSSP), WidestPath (SSWP), Breadth-

First Search (BFS) and Connected Components (CC) are the representative applications

for selection based update functions. Incremental PageRank and Adsorption are evaluated

to show the performance of accumulative algorithms. We note that, for our optimization

technique with the embedding of dependency information in events (DAP), the event size

134



FB WK LJ UK FB WK LJ UK FB WK LJ UK FB WK LJ UK FB WK LJ UK
0.0

0.1

0.2

0.3

0.4

R
at

io
 o

f
Ve

rte
x 

& 
Ed

ge
 A

cc
es

s

SSWP SSSP BFS CC PR

0.
54

0.
49Vertex Access

Edge Access

Figure 8.3: Number of vertex and edge accesses in JetStream normalized to GraphPulse.

is bigger than GraphPulse and thus requires a smaller graph slice to fit in the memory. We

run 6 slices on Twitter and 3 slices on UK-domain graph for the selective algorithms in

JetStream compared to 3 and 2 slices respectively for GraphPulse.

8.8.2 Performance and Characteristics

Overall Performance

Table 8.3 shows the execution time of JetStream with different workloads for

batches of 100K edge updates. Each batch contains 70% insertions and 30% deletions

of edges. The table also shows the speedup over GraphPulse (GP), KickStarter (KS), and

GraphBolt (GB) for comparative workloads. GraphPulse demonstrates the cost of com-

plete recomputation of the graph in an accelerator. JetStream takes 3 to 74 times less

than GraphPulse (13× on average) to reevaluate a graph. This advantage primarily comes

from heavily reduced vertex computation and edge communication required in JetStream.

Fig. 8.3 shows that JetStream limits the number of vertex accesses to less than 54% and as

low as 3% of what GraphPulse would require with less than 30% events generated.
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Table 8.3: Execution time (in ms) per query on JetStream and speedup over full evaluation
in GraphPulse(GP), and incremental evaluation in KickStarter(KS) and GraphBolt(GB).

WK FB LJ UK TW GMean

Jet 1.63 1.21 4.17 3.87 22.55

SSWP GP 10.4× 9.3× 16.7× 66.7× 43.2× 21.6×

KS 12.4× 13.1× 8.4× 24.2× 5.2× 11.1×

Jet 4.76 4.31 5.36 6.23 15.17

SSSP GP 9.4× 9.95× 13.3× 73.4× 35.5× 20.1×

KS 21.8× 8.7× 6.5× 25.6× 11.2× 12.9×

Jet 2.74 1.24 1.61 8.12 17.75

BFS GP 3.10× 5.35× 7.80× 8.18× 15.1× 6.9×

KS 30.1× 8.31× 11.7× 11.5× 5.57× 11.3×

Jet 1.64 1.44 2.59 5.07 11.73

CC GP 12.9× 13.2× 12.4× 21.4× 23.4× 16×

KS 7.62× 8.60× 5.25× 9.38× 8.51× 7.72×

Jet 5.17 4.29 6.62 6.99 169

PageRank GP 12.8× 19.5× 19.9× 56.6× 9.70× 19.4×

GB 143× 231× 180× 402× 51.6× 165×

Jet 4.19 5.27 9.84 12.10 65.30

Adsorption GP 5.78× 3.90× 5.08× 5.95× 9.41× 5.77×

GB 12.7× 14.4× 15.9× 12.8× 38.6× 17.1×
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Similar speedup in comparison to KickStarter and GraphBolt shows that the event-

driven model is effective across incremental techniques. We observe up to 30× speedup

over KickStarter and 400× over GraphBolt. JetStream is 18× faster on average than both.

JetStream’s asynchronous model performs better on the narrow but long graphs (UK, WK)

than the synchronous software frameworks.

Approximation Effectiveness

JetStream adopts a technique similar to KickStarter for trimming the set of ver-

tices. KickStarter employs value-aware and dependency graph (with levels) based trimming

to limit recomputations. The source-based dependency-aware propagation technique in Jet-

Stream often finds smaller set of impacted vertices. Fig. 8.4 shows the number of vertices

reset in JetStream and KickStarter for the same 30K batch of deletions.

Memory access efficiency

The ability to prefetch and utilize memory effectively is one of the major source of

speed up in GraphPulse. The caches use 64-bytes lines which may not all be accessed. We
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Figure 8.5: Utilization of off-chip memory transfers in JetStream.

show in Fig. 8.5 the ratio of bytes read into the computation engine from cache/prefetcher

to bytes read from memory into caches to demonstrate how efficiently the off-chip data

transfers were utilized as an indication of spatial locality. JetStream uses the same memory

prefetching and edge cache structures already built into the GraphPulse datapath. Since

the active tasks (events) in JetStream are fewer and sparse in JetStream, it cannot harvest

spatial locality as well as GraphPulse. As a result, the memory access utilization ratio is

less than one-third of GraphPulse. However, having fewer computational tasks still makes

JetStream significantly faster during incremental computation. Optimizing the memory

access efficiency of JetStream is a potential avenue for future improvements.

Effects of Optimizations

We show the effects of the optimizations in terms of speedup over full recompu-

tation in GraphPulse in Fig. 8.6. The baseline JetStream model is conceptually simple.

However, without a mechanism to restrict tagging to only the affected vertices, it tags too

many vertices in the graph, often leading to work comparable to full recomputation for

most applications. VAP performs sufficiently well for SSSP and SSWP, but fails to provide
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a noticeable advantage for BFS and CC. The latter two applications have many vertices set

to the same value, making the VAP optimization ineffective. DAP alleviates this problem

and works well for all applications. However, VAP has the advantage over DAP in that it

does not expand the event size to include source information.

Sensitivity to Batch Size

In Fig. 8.7, we have shown how the performance of the engine varies with different

batch sizes. Taking a 100K batch size as the baseline, we showed the speed up for different

batches for PageRank and SSSP running on LiveJournal graph. The speedup is based

on JetStream’s runtime for 100K batch size. JetStream speeds up significantly as the

batch size gets smaller because it has little overhead for incremental data maintenance.

JetStream can handle computations very fast for smaller batches where the number of

changes or computations is low. JetStream’s speedup grows orders of magnitude faster that

KickStarter. This time is only the processing time, and the end-to-end performance may

have other overheads to receive and batch the updates.
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Sensitivity to Batch Composition

Edge deletions require more processing than edge additions in JetStream. An

approximation phase is required to revert the effects of a deleted edge on the graph, which

may propagate to many vertices for some critical edges. All the impacted vertices need to

be reprocessed in the recomputation phase. Edge addition resembles regular events during

the recomputation phase, and their effects are usually localized. Fig. 8.8 shows the effect of

the composition of a batch on the run-time for SSSP and CC. Note that the run-times are

140



normalized to JetStream’s run-time for a 50-50 batch. An insertion-only batch converges 3

to 4 times faster on average than a deletion-only batch of the same size. Run-time increases

as the ratio of deleted edges increases. KickStarter, too, demonstrates faster convergence

with fewer deletions, but there is no concrete dependence of the run time on the ratio of

deletions. KickStarter attempts to approximate the value of an impacted vertex before

propagating the tag. JetStream attempts to minimize tagging using DAP optimization but

only approximates after all tags are propagated. On the other hand, for PageRank and

Adsorption in JetStream, the addition or deletion of one edge also mutates the other edges

(weight) for a vertex, and both types of updates are handled similarly. Therefore, such

algorithms are not noticeably affected by batch composition.

8.8.3 Hardware Cost and Power Analysis

We model JetStream using the same configuration as GraphPulse: 64MB on-chip

memory for queue, and 8 processing pipelines with 2KB scratchpad and 1KB edge-cache

on each. We use CACTI 7 [7] for power and area estimate for all memory elements. The

queue memory is modeled in 22nm ITRS-HP SRAM logic. The biggest component of the

communication network is a 16x16 NoC between the event generation streams and the

queues. Each port of the NoC is shared by several generator or queue ports.A breakdown

of the total power and area estimate for the accelerator is shown in Table 8.4. The number

in parenthesis is the increase over similarly configured GraphPulse. The overall increase in

area and power is around 3% and 1% respectively.

JetStream reuses most architectural components of GraphPulse, including the

event queue, prefetcher, and cache. Memory elements have the same physical size but
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Table 8.4: Power and area of the JetStream accelerator components

#
Power(mW)

Area(mm2)

Static Dynamic Total

Queue 64 117 (+1%) 20.7 (-6%) 8815 (∼0%) 192 (+1%)

Scratchpad 8 0.35 (∼0%) 1.2 (+6%) 12.1 (+4%) 0.21 (∼0%)

Network 91 (+78%) 5.4 (+58%) 97 (+77%) 5.7 (+84%)

Proc. Logic - - 1.8 (+40%) 0.7 (+51%)

Total - - 8926 (+1%) 199 (+3%)

contain fewer events due to the larger event size. As a result, there are some resource

overheads due to larger buffers and interconnects. However, the dynamic energy is lower

because JetStream processes fewer vertices propagating events (many vertices are already

converged). Overhead from the buffers and communication buses also increases due to the

larger event size. Floating point units account for the bulk of the processing and coalescing

logic and remain the same in input size. Thus, the extra processing logic for JetStream adds

only a small power and area overhead. The processing time in JetStream is shorter, making

JetStream ∼13 times more energy-efficient than full recomputation with GraphPulse. The

total area of JetStream is about 200mm2 with a 28nm technology.
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Chapter 9

Conclusions and Future Work

This dissertation presents and analyzes our methodology for building accelerators

for irregular applications using event-driven techniques. We have studied the limitations

of irregular applications and their current software implementations to identify bottlenecks

and overheads. To develop efficient hardware implementations for these applications, we

found that we need to shift focus away from the execution techniques optimized for conven-

tional CPUs and look for specialized methods that can take advantage of the features and

capacities of hardware platforms such as FPGAs and ASIC. An event-driven system stands

out as the optimal candidate for implementation in hardware. Many distributed implemen-

tations of different irregular applications follow a message-passing approach, which is not

replicated in a shared memory system because the overhead for maintaining and managing

the messages can be overwhelming and become the bottleneck of these systems. However,

the complexities of the message storage can be relegated to dedicated hardware components,

making these systems very simple to parallelize and optimize in a shared memory system.
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Therefore, we studied event-driven systems focusing on designing suitable hardware imple-

mentation and developing methodologies for converting traditional execution methods to

event-driven execution models.

In this course of our work, we designed and analyzed a PDES accelerator on an

FPGA. PDES-A is designed to support arbitrary PDES models, although we studied our

initial design only with Phold. The design shows excellent scalability up to 64 concurrent

event handlers, outperforming a 12-core CPU PDES simulator by 3.2x for this model. We

identified significant opportunities to improve further the performance of PDES-A targeted

around hiding the very high memory latency on the system. We also analyzed the resource

utilization of PDES-A: we believe that we can fit up to 16 PDES-A processors with 64 event

processing cores on the same FPGA chip, further improving performance at a fraction of

the power consumed by CPUs.

We also presented GraphPulse, an event-based asynchronous graph processing ac-

celerator. We showed how the event abstraction naturally expresses asynchronous graph

computations and optimizes memory access patterns. It also simplifies computation schedul-

ing and tracking, and eliminates the overhead for synchronization or atomic operations. As

a result, GraphPulse achieves an average of 28x improvement in performance over Ligra run-

ning on a 12 core CPU implementation and an average of 6.2x performance improvement

over Graphicionado.

Our third accelerator, JetStream, is the first hardware accelerator for streaming

graphs. JetStream extends GraphPulse to reuse intermediate states to avoid a complete

cold-start recomputation on the updated graph. JetStream supports edge additions and
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deletions for both monotonic and accumulative algorithms. It achieves an average speedup

of 13x over hardware accelerator GraphPulse and 18x over software frameworks at baseline

batch sizes. This advantage increases substantially for small batch sizes.

The accelerators share a similar datapath but differ in implementing the event

queues and the execution model for the applications they support. A standard limitation of

the accelerators is their dependence on the size of the event queue for the largest workload

they can handle at a time. The way to subvert this limitation is through partitioning

approaches. We show how a large graph can be partitioned for GraphPulse and JetStream

so that the event queue can fit within the available on-chip memory. However, there are

many different possible partitioning approaches that can result in different performance

characteristics for the application. Analysis of different partition approaches and their

profitability with event-driven systems is a future area of study for our research.

There is vast potential for future extensions and impacts for the event-driven

computation model. We can look into the possibilities from two perspectives. First, within

the applications that we have demonstrated, there are many possible areas that can result

in significant performance improvement. Task scheduling is decided by the order of events

in these applications. There are opportunities to gain algorithmic or computational benefits

by studying different event-scheduling policies. For instance, events can be manipulated in

GraphPulse to impart fine-grained control over the vertex access pattern or the convergence

speed. Prior works on graph processing demonstrate good performance from well-crafted

edge update prioritization policy [115]. Similar benefits may be obtainable in GraphPulse

by exploiting the event scheduling policy.
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The second approach is to broaden the application domains supported by the

event-driven acceleration. Since event-driven representation closely resembles message-

passing-based distributed systems, many existing distributed computation models can be

adapted to the event-driven execution model, as demonstrated by our development of the

graph execution model. Especially the domains working on relational data, such as Graph

Mining and Graph Neural Network, may be susceptible to an event-driven implementation

with relative ease. We consider this an area of possible future explorations.

The analysis we have shown on the three accelerators in this dissertation estab-

lishes our hypothesis that significant performance gain can be achievable for irregular ap-

plications using accelerators based on event-driven execution. The dissertation also details

the methodology for developing such architectures and converting existing algorithms to

event-driven paradigm. Overall, we consider event-driven systems to have great potential

as the basis for accelerating irregular applications.
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