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Abstractð Time series anomaly detection is one of the most active areas of research 

in data mining, with dozens of new approaches been suggested each year. In spite of all 

these creative solutions proposed for this problem, recent empirical evidence suggests 

that the time series discord, a relatively simple twenty-year old distance-based 

technique, remains among the state-of-art techniques. While there are many algorithms 

for computing the time series discords, they all have limitations. First, they are limited 

to the batch case, whereas the online case is more actionable. Second, these algorithms 

exhibit poor scalability beyond tens of thousands of datapoints. In this work we 

introduce DAMP, a novel algorithm that addresses both these issues. DAMP computes 

exact left-discords on fast arriving streams, at up to 300,000 Hz using a commodity 

desktop. This allows us to find time series discords in datasets with trillions of 

datapoints for the first time. We will demonstrate the utility of our algorithm with the 

most ambitious set of time series anomaly detection experiments ever conducted. We 

will further show that our speedup improvements can be applied in the 

multidimensional case. 
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1 INTRODUCTION 

Time series anomaly detection is one of the most important and widely used tools 

investigated by the data mining community [2][14][21]. It can be applied offline to 

investigate archival data, or online, to monitor critical situations where human 

intervention is possible. For example, by summoning a doctor or shutting down a 

machine that may be about to damage itself. Given its importance, it is unsurprising 

that this area attracts a lot of attention from the community, with dozens of algorithms 



  

proposed each year. However, in spite of the plethora of algorithms in the literature, 

there is increasing evidence that a twenty-year-old distance-based method called time 

series discords is still competitive [21]. Discords are competitive with deep learning 

methods in spite (or perhaps because) of their great simplicity. A time series discord is 

simply the subsequence of a time series that is maximally far from its nearest neighbor.  

At least one-hundred papers have reported using discords to solve problems in diverse 

domains, and discords seem to be the only time series anomaly detection technique to 

produce ñsuperhumanò results (see discussion in Section 2). However, discords have 

three important limitations that have limited their broader adoption: 

¶ If an anomalous pattern appears at least twice in the time series, then each occurrence 

will be the other nearest neighbor, and thus fail to optimize the discord definition. 

This is informally called the twin-freak problem. 

¶ Discords are only defined for the batch case, but anomaly detection is most 

actionable in online settings. 

¶ In spite of extensive progress in speeding up discord discovery, datasets with 

millions of datapoints remain intractable.  

In this paper we introduce DAMP (Discord Aware Matrix Profile), a novel algorithm 

which solves all the above problems.  

¶ DAMP is not confused by repeated anomalies (twin-freaks), it simply flags the first 

occurrence (if desired, other occurrences can then be found by simple similarity 

search).  

¶ DAMP is defined for both online and offline cases. Moreover, DAMP has an 

extraordinary fast throughput, exceeding 300,000 Hz on standard hardware.  

¶ As the previous bullet point suggests, DAMP is extraordinarily scalable. For the first 

time, this allows us to consider datasets with millions, billions and even trillions of 

datapoints.  

The rest of this paper is organized as follows. In Section 2 we motivate the use of 

discords as the time series anomaly definition most worthy of acceleration and 

generalization. We also concretely define a new term, effectively online, that allows 

DAMP to tackle ultra-fast real-time data sources found in industry and science. Section 

3 contains the necessary definition and notation required, and Section 4 discusses 



  

related work, before we introduce our algorithm in Section 5. In Section 6 we conduct 

the most ambitious empirical evaluation of time series anomaly detection ever 

attempted. 

2 MOTIVATION 

Before we continue, it is necessary to answer the following question. Why do we 

attempt to fix discordôs scalability issues instead of inventing a new algorithm, or 

making one of the many dozens of more recently proposed methods more scalable?  

The reason is that there is increasing evidence that discords remain competitive with 

the state-of-the-art1 [21]. Among the hundreds of time series anomaly detection 

algorithms proposed in the last two decades, only time series discords could claim to 

have been adopted by more than one hundred independent teams to actually solve a 

real-world problem. For example, a group of climatologists at Franceôs UMR Espace-

Dev laboratory use discords to find anomalies in climate data [17]. A team of 

researchers at NASAôs JLP lab have applied discord discovery to planetary data, noting 

that ñ(discords) detect Saturn bow shock transitions wellò [9]. A group based in 

Halmstad University created a tool called IUSE for applying discord discovery to 

industrial datasets. One of their first applications was to a City Bus Fleet dataset, where 

they noted that the discords discovered did indeed have an objective meaning ñThe 

discords in this case primarily consisted of significant drops of pressure é likely 

correspond to the drainage of the wet tank.ò [24]. Finally, a team of researchers at the 

National Renewable Energy Laboratory, in Golden, Colorado, have used discords to 

find anomalies in a large building portfolio, showing that they could discover anomalies 

with diverse causes caused by both ñinternal (occupant behavior) and external factors 

(weather conditions).ò [28]. There are several other time series anomaly detection 

algorithms that are well cited [14][30], but most of the citations are from rival methods 

comparing these algorithms on a handful of benchmarks [35], there is little evidence 

that anyone actually uses these algorithms to solve real-world problems.  

In addition, time series discords seem to be the only anomaly detection algorithm that 

has been demonstrated to perform at superhuman levels [21]. All other algorithms that 

 
1 Note that some papers misattribute the success of their anomaly detection to the Matrix Profile or to HOTSAX, but these are simple 

different algorithms to compute time series discords.  



  

we are aware of have shown to discover anomalies that are also readily apparent to the 

human eye. For example, a recent paper proposed an LSTMs network for anomaly 

detection and evaluated it on data retrieved from Mars [14]. However, the only anomaly 

shown in the paper shows a visually obvious anomaly where a repeated periodic pattern 

suddenly transitions to a literal flatline. Of course, this does not mean that such 

algorithms have no value, as human attention is very expensive. However, the literature 

also offers some examples where discords have found anomalies that are very subtle, 

defying the possibility of human discovery. For example, in [21], their Figure 8 and 

Figure 9 both seem to meet that criterion. For completeness, we will show some 

additional examples. Consider Fig. 1, which shows the vibration of an industrial motor 

[7][23].  

 

Fig. 1 top) A 20-second run of an industrial motor. bottom) a zoom-in of the region known to contain 

an anomaly, which is the length of (but not necessarily at the location of) the red bar. 

The data comes for a motor running under no load, however for a brief instant a load 

was applied and immediately removed, creating an anomaly. It is clearly fruitless to 

visually search for the anomaly in the full dataset, however, even if we zoom into a 

local region containing the anomaly, it is not clear where it is. In Fig. 2 we task time 

series discords with detecting the anomaly. 

 

Fig. 2 top) A 20-second run of an industrial motor. bottom) The time series discord discovered by the 

Left-MP correctly locates the anomaly. Note that higher values are more anomalous. 

Beyond the accuracy of discords prediction here, note that this dataset contains 244,189 

datapoints, representing about 20 seconds of wall clock time recorded at 12,000 Hz. 
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We are not aware of any anomaly detection algorithm in the literature that could process 

this dataset in real-time, however, as we will show, DAMP can.  

We also consider a dataset that is dramatically different to the bearing data. In Fig. 3 

we show the Left-MP for an ECG which we know contains a single anomaly beat, a 

ventricular contraction.  

 

Fig. 3 top) A sixty-second snippet of an ECG. bottom) The top-1 time series discord correctly locates 

the anomaly. 

This dataset has a wandering baseline which is diagnostically meaningless, but which 

distracts the human eye (and many algorithms). However, once again time series 

discords have no problem detecting the anomaly, which noted cardiologist Dr. Gregory 

Mason says is on the cusp of his ability to detect by eye.  

Finally, in Fig. 4 we consider a dataset that was explicitly created with the sole purpose 

of having anomalies that are ñdifficult to spot for the human eyeò [31]. Here again 

discords are superhuman.  

 

Fig. 4 top) The MGAB dataset was built to defy visual discovery of anomalies. bottom) The Top-1 

time series discord correctly locates the anomaly. 

In summary, both the recent literature and our experiments suggest that time series 

discords are at least competitive with recently proposed algorithms, and thus worthy of 

accelerating to allow discords to be discovered in settings that are currently infeasible.  

2.1 Effectively Online Anomaly Detection 

Although the meaning of the terms batch and online are obvious, it is helpful to 

introduce a new term, effectively online, to make our claim clearer. A true online 
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algorithm reports the instant it detects a monitored condition. However, let us imagine 

the following scenario: After a difficult cardiac surgery, a doctor decides she wants to 

monitor her patient for anomalous heartbeats, which may be an indication of 

postoperative Cardiac Tamponade (CT). If the patient does have an ECG suggestive of 

CT symptoms, the doctor has perhaps eight to ten minutes to confirm CT with an 

ultrasound and perform pericardiocentesis, a procedure done to remove fluid that has 

built up in the sac around the heart [18]. Because the doctor is nervous about the 

possibility of CT, she arranges the rest of her day such that she can be in the ICU within 

two minutes, for example eating her lunch in a hospital cafeteria rather than her favorite 

restaurant across town. Clearly in this situation an algorithm that reported an anomalous 

heartbeat ten minutes after its appearance would be unacceptable. However, an 

algorithm that reported an anomalous heartbeat at most two seconds after it appears 

would be just as good as a true online algorithm. As such we propose the following 

definition: 

Definition  1: An algorithm is said to be effectively online, if the lag in reporting a 

condition has little or no impact on the actionability of the reported information. 

Note that the scale of the permissible lag is problem dependent. In the above scenario, 

two seconds made sense to the cardiologists we consulted. In an ultrafast arriving data 

stream, the permissible lag may be as little as 0.1 seconds, and for telemetry arriving 

from devices with a slow cycle rate, say the daily periodicity of pedestrian traffic, the 

permissible lag may be minutes to hours. 

We suspect that many algorithms that are referred to as online in the literature, are really 

effectively online. The above discussion allows us to frame our contribution. Our 

proposed algorithm DAMP is parameterized by a single variable called lookahead.  

¶ If lookahead is zero, DAMP is a fast true online algorithm.  

¶ If lookahead is allowed to be arbitrarily large, DAMP is an ultrafast batch 

algorithm. We should not be surprised that a batch algorithm can be much faster, 

as it has access to all the information at once. 

And now the raison d'etre for our digression: 



  

¶ Even if lookahead is a small (but non-zero) number, DAMP is effectively online 

algorithm, yet it retains most or all the speedup of the arbitrarily large lookahead 

algorithm.  

As we will show, DAMP allows for the discovery of time series discords in ultra-fast-

moving streams for the first time. 

3 DEFINITIONS AND BACKGROUND  

We begin by defining the key terms used in this work. The data we work with is a time 

series. 

Definition  2: A time series T is a sequence of real-valued numbers ὸ: Ὕ 

 ὸȟὸȟȢȢȢȟὸ  where n is the length of T. 

Typically, we consider only local subsequences of the times series.  

Definition  3: A subsequence Ὕȟ  of a time series T is a continuous subset of data 

points from T of length ά starting at position i. Ὕȟ  ὸȟὸ ȟȢȢȢȟὸ , ρ 

 Ὥ  ὲ ɀ ά  ρ. 

The length of the subsequence is typically set by the user based on domain knowledge. 

For example, for most human actions, ½ second may be appropriate, but for classifying 

transient stars, three days may be appropriate.  

If we take any subsequence Ὕȟ  as a query, calculate its distance from all subsequences 

in the time series T and store the distances in an array in order, we get a distance profile. 

Definition  4: Distance profile Ὀ for time series T refers to an ordered array of 

Euclidean distances between the query subsequence Ὕȟ  and all subsequences in time 

series T. Formally, Ὀ ὨȟȟὨȟȟȣȟὨȟ ,where Ὠȟ ρ ὭȟὮ ὲ ά ρ is 

the Euclidean distance between Ὕȟ  and Ὕȟ . 

For distance profile Ὀ of query Ὕȟ , the Ὥposition represents the distance between 

the query and itself, so the value must be 0. The values before and after position Ὥ are 

also close to 0, because the corresponding subsequences have overlap with query. Our 

algorithm neglects these matches of the query and itself, and instead focuses on non-

self match. 



  

Definition  5: Non-Self Match: Given a time series T containing a subsequence Ὕȟ  

of length m starting at position p and a matching subsequence Ὕȟ  starting at q, Ὕȟ  

is a non-self match to Ὕȟ  with distance Ὠȟ if ȿ ὴ ɀ ήȿ  ά. 

With the definition of non-self match, we can define time series discords. 

Definition  6: Time Series Discord: Given a time series T, the subsequence Ὕȟ  of 

length m beginning at position d is said to be a discord of T if the distance between 

Ὕȟ  and its nearest non-self match is maximum. That is, ᶅ subsequences Ὕȟ  of T, 

non-self matching set MD of Ὕȟ , and non-self matching set MC of Ὕȟ , 

άὭὲὨȟ   άὭὲὨȟ . 

Although there are many ways to locate time series discord, the most effective one 

recently is the matrix profile [39]. 

Definiti on 7: A matrix profile ὖ of a time series T is a vector storing the z-normalized 

Euclidean distance between each subsequence and its nearest non-self match. 

Formally, ὖ άὭὲὈ ȟάὭὲὈ ȟȣȟάὭὲὈ , where Ὀ (ρ Ὥ ὲ ά

ρ) is the distance profile of query Ὕȟ  in time series T. It is easy to see that the highest 

value of the matrix profile is the time series discord. 

As we will explain below, we can compute a special matrix profile which only looks to 

the past. We call it the left matrix profile. 

Definition  8: A left matrix profile ὖ  of a time series T is a vector that stores the z-

normalized Euclidean distance between each subsequence and the nearest non-self 

match appearing before that subsequence. Formally, given a query subsequence Ὕȟ , 

let Ὀ ὨȟȟὨȟȟȣȟὨȟ  be a special distance profile that records only the 

distance between the query subsequence and all subsequences that occur before the 

query, then we have ὖ άὭὲὈ ȟάὭὲὈ ȟȣȟάὭὲὈ .  

Note that the term discord in this paper refers to the highest value on the left matrix 

profile ὖ , i.e., left-discord. For the sake of simplicity, we will refer to left-discord as 

discord where there is no ambiguity. It is clear that in the online case, we must use the 

Left-MP. However, here we argue that even in the offline case we should use it. To see 

why, consider the example shown in Fig. 5. 



  

 

Fig. 5 top to bottom) A snippet of ECG with two types of anomalous heartbeats indicated by a ground 

truth vector. A full Matrix Profile can find the sole occurrence of V-tach, but is confused by the multiple 

occurrences of PVCs (twin-freaks) and cannot find them. In contrast, the Left-MP flags the first 

occurrence of a PVC and the first (and only) V-tach. 

Here left-discords solve the twin-freak problem by reporting the first occurrence of the 

anomaly (later occurrences, if of interest, can be trivially found with subsequence 

search/monitoring). 

4 RELATED WORK  

In recent years, there has been a surge of research interest in the topic of time series 

anomaly detection. For a detailed review, we refer the interested reader to 

[1][2][4][14][21][31] and the references therein. In addition to the work listed in 

Section 2, we have also compiled a longer annotated biography at [10] that explicitly 

discusses discords. 

There are two important points that we have gathered from our survey of the literature. 

The first is due mostly to a single paper [35], that forcefully suggests some of the 

apparent success of recently proposed algorithms may be questionable, due to severe 

problems with the commonly used benchmarks in this area.  

Beyond four issues that [35] notes with benchmarks datasets, we wish to add another 

issue. Most of these benchmarks are minuscule. We suspect that the small datasets that 

the community has focused on are at least partly due to the poor scalability of current 

approaches. For example, a recent paper examines time series of length 140,256 and 

notes ñGiven the length of the dataset, we sub-sample it by a factor 10.ò [1]. This paper 

is by a research group at Amazon, who presumably does not lack for computational 

resources. For reference, DAMP takes 0.9 seconds of the full-sized version of this 

dataset [10] on a commodity desktop.  
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In addition to the problems caused by using poor quality benchmarks, a recent paper 

suggests yet another compelling reason why much of the recent apparent success of 

recent research efforts should be viewed with caution. Paper [12] notes that ñmost 

recent approaches employ an inadequate evaluation criterion leading to an inflated F1 

score. (however) a rudimentary Random Guess method can outperform state-of-the-art 

detectors in terms of this popular but faulty evaluation criterion.ò.   

A recent SIGKDD workshop keynote makes a related point about evaluation [16]. 

Suppose you have a year of data monitoring an industrial boiler, and it happens that on 

Xmas, the boiler leaks all day, causing an anomaly. One might imagine the best way to 

evaluate an algorithm on the task of discovering this anomaly would be a binary score, 

success/failure. However, many papers essentially consider each datapoint as if it was 

an independent event. Suppose they predicted all of Xmas day, and the first minute of 

the next day was an anomaly. They would report an F1 score of 0.9997. The four 

significant decimal digits imply some extraordinarily careful and significant 

measurement was made. However, with a little introspection will allow the diligent 

reader to see that this precision is unwarranted and misleading. The Time Series 

Anomaly Detection (TSAD) literature is replete with impressively large tables of 

numbers with four (and sometimes, five or six!) digits, that simply give the illusion of 

progress and rigor. 

It is somewhat surprising that so few papers in the literature discuss time complexity.  

This can possibly also be attributed to issues with the benchmark datasets. For example, 

by far the two most discussed datasets in the literature are Yahoo and NY-Taxi (NAB), 

with lengths of 1,200 and 10,321 respectively. Even the most sluggish of algorithms 

are unlikely to be taxed by such tiny datasets. If building a particular highly-quality 

anomaly detection algorithm had a high one-time cost, then we might be willing to 

throw whatever computational resources are needed at the task, and then deploy the 

model in perpetuity. However, the situation is worse than that. In virtually any domain, 

the model will become stale due to concept drift, and need to be periodically retrained, 

either on a regular schedule (say once a week), or when the model detects that it has 

drifted from the newly arriving data. 

Recently a handful of papers have recognized that the slow training times for deep 

learning anomaly detectors can be an issue. For example, [32] notes that ñfast training 



  

times (are needed) to cope with the requirement of frequently re-updating the learning 

model.ò. These authors then went on to introduce a ñlight-weightò anomaly detection 

system that can complete training in as little as twenty minutes (using GPUs) in a 

dataset of size 274,627. This kind of time frame may work for some domains, for 

example the three-year-long energy grid/weather data we consider in Section 6.1.  We 

surely could afford a few hours to build the model, and perhaps a few hours at the end 

of each month to retrain it. However, consider the machining dataset we examine in 

Section 6.2. Here we see the first thirty seconds of data, and then must instantly have a 

working model. While DAMP can do this, it is not clear that any other anomaly detector 

in the literature can. One might imagine that other methods could potentially look only 

at say, the first twenty seconds of data, and use the remaining ten seconds to build their 

model. However, this would require most of the algorithms in the literature to be 

accelerated by several orders of magnitude.  

A recent paper [26] compared twelve anomaly detection algorithms on 13,766 datasets. 

The datasets are a mixture of existing datasets and datasets created by the authors. There 

is a clear and unambiguous finding, two algorithms, the Matrix Profile and NORMA (a 

sort of Matrix Profile variant) are significantly better than all the other approaches. In 

fact, the news here is particularly good for our proposed approach. In a personal 

communication one of the authors [25], he revealed that many of the original datasets 

they made were specifically created to have the twin-freak problem (recall Fig. 5), in 

order to suppress the performance of the Matrix Profile. However, recall that the left 

matrix profile does not have an issue with twin-freaks. Consider Fig. 6. which shows 

three examples (of many) of the time series contrived to make the Matrix Profile 

underperform relative to NORMA [25]. Note that in every case, the left Matrix Profile 

correctly finds the anomaly.  



  

 

Fig. 6 Three examples of synthetic datasets contrived by [26] to make the Matrix Profile underperform.  

Interestingly, there is a historical precedent for this. A 2009 paper also created a 

synthetic data designed to make Matrix Profile underperform [6]. What is interesting 

about these papers is that in both cases they were unable to find a real dataset that had 

a twin-freak problem, both resorted to creating synthetic datasets. In any case, we will 

show that DAMP makes this a moot point.  

Finally, the reader may wonder why we do not test on the large collection of datasets 

in [26] in our empirical section. There are two reasons. First, the data collection includes 

datasets that [35] notes are deeply flawed, including mislabeled ground truth. If even a 

handful of datasets have mislabeled ground, as Wu and Keogh point out [35], and which 

the authors of [26] have acknowledged [25], it is hard to have any faith in evaluation 

on the overall data collection. Secondly, the agenda of creating datasets to make the 

Matrix Profile underperform (relative to NORMA) was not stated in the paper [26], and 

was only revealed [25] after we pointed out that it is obvious to anyone that examined 

the data. We should be wary of this dataset in case there are other unspoken agendas. 

In any case, testing on small synthetic unrealistic datasets seems pointless when we can 

test on large real datasets, as we do in this work.  

5 DAMP 

5.1 Intuitive Overview of DAMP 

Before giving a formal explanation of our algorithm, we will first provide an intuitive 

description of how it works. We will start with discussing the batch case and then 












































































