Effective time step restrictions for explicit MPM simulation
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1 Simple time step restrictions

In this section, we derive the time step restrictions computed by the functions VELOCITY_DT, POSITION_DT,
and DEFORMATION_GRADIENT_DT (lines 2, 6, and 7 in Algorithm 1, respectively).

1.1 Velocity

The velocity transferred from particle p to grid node 7 is given by vi, = vl + BpD ! (x}' —x77), where B, = 0
for non-APIC transfers. Let d = 2,3 be the dimension, and let o = 2,3 be the spline order (quadratic or
cubic), so that D' = $=¢1 [§]. An upper bound for ||v || over i is given by

max [|vi, || = max|[lvy; + ByD, (x}' = x})]
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Letting s = max,, <||vp|| + 8Yd ||B ||F) the velocity time step restriction is then given by X ”“ > s, or
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We choose v, = 1 for all examples.

1.2 Particle displacement

We limit the time step so that the displacement of each particle is less than a grid cell. For each grid node
i, explicit integration of forces on the grid gives

- _on, At
Vit =vi+ — 1.

The velocity and position of particle p is then updated as

n+1l __ ~n+1
Vp - wa Vi
x = x, + Atv;“rl,

P

so that its displacement over the time step is given by

At
xp - X! = Atvit! = AtZw it = AtZw;;(7+f>
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Thus, if we scale the time step to be sAt, where 0 < s < 1, the particle displacement is
sAtL At
"H = sAtZw ( + f> = sAtszpvl + sQAtwapmfz
i
= sAt Z wi, Vi + s2At Z wi, ( \7;”'1 —vy).
i

We choose s such that Vp, ||x;“r1 — XZHOO < v, Az, where 0 < v, < 1. Note that this limits the actual
displacement of each particle to be less than a grid cell; the velocity-based time step restriction merely
made a prediction to get an initial time step size. Computing s amounts to solving a quadratic equation
for each component. As optimization, we keep a running best s as we go (initially s = 1) and first test to
see whether the previous s satisfies the current constraint. This test saves us most of the square roots that
would otherwise be required.

1.3 Deformation gradient

We impose a time step restriction to limit the change in the deformation gradient over the time step. The
velocity gradient is transferred from the grid to particle p as

Vv, =Y v (Vwp)”,
and the deformation gradient on the particle is updated as
Fit!h = (I+ AtVv,)F

Scaling the time step to be sAt, where 0 < s < 1, gives the deformation gradient update

Fpt! = (14 5AtVv, 0 + APV, )F)



where
_ n n\T
VVpa = Zvi (Vwg,)"
i
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Here, we choose s so that |sAtVv, . + s2At>V v, p|lmax < J, which again requires solving a quadratic
equation componentwise. As with the position update, testing the previous s avoids most of the square
roots. Note that the role of § here is to limit the fraction of change in the deformation gradient. We use
6 = 0.2 for our examples.

2 Sound speed

The speed of waves in media play a critical role in many disciplines. The sound speed plays a fundamental
role in compressible flows, especially in the study of explosions and shocks. Indeed, calculating the speed of
sound in compressible flow is a fairly routine exercise. Outside fluid dynamics, we are only aware of results
for isotropic linear elasticity at the rest configuration [3, [6]. Although limited in scope, these solutions
provide a useful estimate for the speed of pressure waves (P-waves) and shear waves (S-waves) and are used
for understanding earthquakes. Curiously, we are unaware of any more general treatment of the topic. Very
similar treatments exist for Riemann solvers [2], where the wave speeds along fixed directions are required.

Only the fastest wave speed is needed for properly computing a CFL condition for explicit integrators.
Thus, we are not interested in computing all of the wave speeds for a given place in a material (though we
show at least in principle how to do so).

In this section, we will adapt ideas from the study of compressible flows to study the wave speeds for
fully nonlinear hyperelastic constitutive models in configurations far from the rest state. This leads to an
eigenvalue-like problem, which we do not know how to solve practically. We then show that, for isotropic
(but still nonlinear) constitutive models, we can compute many of the solutions very efficiently. We also
describe briefly the solutions to the mathematical problem. In practice, the fastest wave speed is virtually
always one of the solutions we are able to compute efficiently. The resulting method provides a very efficient
CFL estimate for SVD-based isotropic hyperelastic constitutive models. We show that our solution agrees
with the known theoretical results at the rest configuration.

2.1 Wave speed for an elastic solid in 1D

For simplicity, we first solve the problem in 1D. We do this mostly for expositional reasons, as the notation
is much simpler in 1D and the solution generally easier to follow. The 1D problem also looks more similar
to the compressible flow case.

We begin be writing the equations of motion in Eulerian form. We have the usual equations for conser-
vation of mass and momentum (but with general stress o instead of pressure). We also have an Eulerian
form of the MPM update rule for the deformation gradient F.

(pu)s + (pu® = ), =0
Fi+ulF, —u,FF=0

We note that this formulation is quite different from the formulation followed in [2], which uses pF instead
of F' as a primary variable, uses conservation of energy, and omits conservation of mass. Writing this in



terms of primary variables p, ¢ = pu, and F' gives
pt + ¢z =0
¢+ (p~'¢? = (F))s =0
Fi + (ffld))Fx - (p71¢)xF =0
Expanding the derivatives to be on primary variables gives
pt + d)a: =0
St = P27 Py + 20" G — o (F)Fy = 0
Fy+p ' 0F, + p 2¢p, F — p ¢ F =0

where oz (F) is the derivative of stress with respect to the deformation gradient. In matrix form this is

U+ GU, =0,
where
p 0 1 0
U=|¢|, G=[-p2¢* 207 —op(F)
F p2pF  —p7'F p7l¢

The scalar advection equation w; + cw, = 0 describes a quantity w that moves with velocity c. Similarly, if
the matrix GG is diagonalizable, the linearized system can be decoupled into three scalar advection equations
as follows. Let G be diagonalizable, so that G = PAP~! for some diagonal matrix A. Substituting this
factorization into the system above and multiplying by P~! on the left, we get

P7lU, + AP7'U, = 0.

By linearizing about the current state, G and its factorization are treated as constant, and the system can
be written as

(P7U) + A(PTU), = 0.

Since A is diagonal, the system has decoupled into three scalar equations for the three characteristic variables
P~'U. Each characteristic variable moves with a velocity equal to the corresponding diagonal entry of A.
Curiously, for the matrix G given above, G = PAP~! with factors P and A that take the very simple form

1 U

1 1

P=|u u+c u—c|, A= u-+c , €=
0o &£ _E

P P

O'FF
u—c P
Thus, we have found our sound speed c¢. In general, we are after the wave speeds and so would use |u| + ¢
to compute our CFL.

2.2 2D and 3D

With a general idea of how the derivation will proceed and what we are looking for, it is time to turn our
attention to 2D and 3D. Let d denote the number of spatial dimensions. We adopt index tensor notation with
summation convention and comma notation for partial derivatives, with a special adaptation for matrices.
We use the notation u; , to denote 0“1 and o, (km) to denote 8‘7” . The parentheses distinguish the notation

for the Hessian from the partial derivative with respect to the matrix F. The equations of motion are:

pr + (pur),r =0
(pui)e + (puivy — o4r) » =0
(Ft)ij + Fij,rur - ui,rFrj =0



Writing this in terms of the primary variables p, ¢; = pu;, and Fj; gives

pt+ ¢ryp =0
(¢i)e + (p ' ichr — 0ip) r = 0
(Fij)e + (p~ ') Fijir — (p ' 3) n Frj = 0
Expanding the derivatives to be on primary variables gives
pr+ ¢rr =0
(0)t — P 2Gibrpr + p ' bindr + 7 Gitrr — Tir (km) Flomr = 0
(Fij)e+ 0 0rFijr — p ' Gin Frj + p 2 0iFrjpr = 0,

where 0y = Gip (km) Flem,» Was used to obtain the second equation. Writing the equations in “matrix form”,
we get

Pt 0 5197‘ 0 Pr
(Di)e | + | =p20idr  p '0iktr + P iOkr  —Tir, (k) ¢k | =0. (1)
(Fij)e p ¢, —p L6 Fyj P Prbikbim Fim,r

Denoting the matrix in Eq. as G, we next consider G, along a direction n,., defining N = G,n,.. Along
this direction, the matrix becomes

0 5krnr 0
N = _p72¢i¢7‘nr Piléik(brnr +p71¢i5krnr ~ir,(km)Tr
p_2¢iFrjnr —p_léikFrjn,« p_1¢r(sik5jmnr

Here we have used a bit of notation abuse, treating both 7j and km as single indices taking on the values
1,...,d?, which allows us to write N as a (d? + d + 1)-dimensional system. Substituting ¢ = pu, we get

0 ng 0
N = U Uy Ty 6iku7'nr + uing — O, (km)Tlr
—1 —1
14 uiFrjnr —p 5ik,Frjnr uréik(sjmnr

We make a general (but educated) guess at the form of an eigenvector based on the form of eigenvectors in
the 1D case to get

0 n 0 1 1
—Uitp Ny OigUpNy + UM — O (k)N | | Uk + 0k | — (Npur +¢) | wi+vi | =0. (2)
p_luiFrjnr _p_l(sikFrjnr uréikéjmnr Mlcm Mz

Since ¢, v;, and M;; are arbitrary, this is a general form for the eigenvalue, except for the assumption that
the first component is nonzero, which we will consider later. This gives us three equations. Simplifying the
first equation provides the definition for c,

¢ = Ny (3)
The second and third equations relate My, and v;. Simplifying the second equation, we get

0 = —uupny + Siptrney (Ug + Vi) + wing (Uk + V&) = ir (km) e Mim — 1ty (ug + v5) — e(u; + ;)
= UMy Uy — Uir,(km)nerm — c(ui +v;)

= _Uir,(km)nTMk:m — CUj,
where the last equality was obtained using Eq. . The second equation therefore gives

Cv; = _Uir,(km)nerm~ (4)



Simplifying the third equation gives
0= p_luiFr]—nT — p_léikFrjnr(uk + V) + Ur ik djm Ny Mym — npur My; — M
= —plerjnrvi + upng Mi; — npuy My — cMyj,
so that
cM;; = —p_lFTjnTvi. (5)
Combining the results of Equations and gives

2
Cv; = _Uir,(km)anMkm

= 0" 04r, (k) r Fomnis Uk
0 = (Gr, (ko) Fomms — pc i) v
This gives us another eigenvalue problem,
(Aik — pcdin)vr =0, (6)
where
Aik = Cir (km) N Fsmnis.

There are two cases to consider in solving Eq. (6). In the first case, v, = 0, and Eqgs. (3) and () imply
¢ =0 and 1,0y (km)Mrm = 0, respectively. The latter holds for any d?-dimensional vector My, which is in
the nullspace of the (d x d?)-dimensional matrix Ny Cir (km), Where d is number of spatial dimensions. Since
c = 0, the associated local characteristic variables move at the bulk material velocity.

The second case is that vy is an eigenvector of A;;. In this case, let & = pc® be the associated eigenvalue,

so that ¢ = +
Substituting this expression for v into Eq. , we obtain

Since vy, is only known up to scale at this point, let vy = aqw; with wy a unit vector.

=

¢ = an,wy,
which gives
c
o= (7)
Ny Wy

Note that this assumes that n,w, # 0. Finally, M;; can determined from Egs. and to be

Mi‘ = — Frjnrwi. (8)

PN sWs
Thus we see that every distinct eigenvector direction wy for the system (@ such that niywy # 0 leads to a
unique eigenvector for the system .
The case n,w, = 0 must now be considered. By Eq. , this implies ¢ = 0. Plugging this into Eq. ,
and using the fact that v; # 0, we get

Frjnr =0.

Thus, we see that in the case n,w, = 0, our deformation gradient must be singular. As this is nonphysical,
we will not pursue this case further.

We now consider the case where the first component of the eigenvector of is zero, giving the eigenvalue
problem

0 ng 0 0 0
—UiUpTy 5ikurnr + uing _Jir,(knz)nr Uk + Vg - (nrur + C) Ui + V; =0.
p uiFrn,  —p Yo Frin,  up0iglimn, Mym M;;



These equations simplify into

ng(ug 4 vx) = 0,
Uir,(km)nerm = _C(ui + ’Ui),

CMij = fpleTjnr(ui + ”Ul').
Comparing these equations with the ones before, we see that this leads to the eigenvalue problem
(Aik — pc®0ip) (ug + vi) = 0,

which will result in the same values of ¢ as in Eq. @

2.3 Transforming to first Piola-Kirchhoff stress

The key to obtaining the characteristic speeds then reduces to one of finding the eigenvalues of A; in Eq. @
for any choice of unit direction n; . To derive a practical algorithm for bounding these eigenvalues, we first
convert to the first Piola-Kirchhoff stress tensor P. The Cauchy stress is related to the first Piola-Kirchhoff
stress as

1
ir = *PanTn
7=

Differentiating the Cauchy stress, we get

1 1 1
Oir,(km) = _ﬁpinFrnJ,(km) + jPin,(km)Frn + jPinFrn,(km)
1 1 1
= _7PinFrnJ F_l m *Pzn m Frn *Pzn(sr 5nm
72 ( Ymk + 7 ,(km) + 7 k

1 1 1
_*PinFrn F_l m *Pzn m Frn *Pim(sr .
7 (™ )mte + 5 Pon o) Frn + 5 K

Multiplying by the deformation gradient,

1 _
Uir,(km)Fsm = _jPanrn<F l)mk:Fsm +

1 1
:_*PinFrnés =
7 kg

Using these results, A;; can be expressed in terms of P as

1 1 1
A = Uir,(knL)Fsmnrns = _jPinFrn(sksnrns + jljin,(km)FrnFsmnrns + jRim(;rszmnrns
1 1 1
_jPinFrnnrnk + jPin,(km)FrnFsmnrns + jPimFsmnkns
1 1

1
= _jPimFsmnk:ns + JPin,(km)FrnFsmnrns + jPimFsmnkns

1 1
jPin,(km)FrnFsm + jPim(;rszm

1
Pin,(km)FrnFsm + jPimérk:anr

1
= jpin,(k:m)FrnFsmnrns-
Expressed in this form, it is evident that A is symmetric, since P, () is the Hessian of the energy density.
We are thus assured that the eigenvalues of A;; will be real numbers.

Note that the problem that needs to be solved is not actually a simple d x d eigenvalue problem for A,
since n, also needs to be determined. Instead, the quantity that we need is

1
R = H&a;LX Avkuvuk = HJ%LX *F)in,(k:m)FrnF‘smnrnsuiuk- (9)
llull=lIn]l=1 llull=lIn]=1



In general, we do not know how to solve problems of this type efficiently. The associated d? x d? eigenvalue
problem for %Pm’(km)FmFsm gives only an upper bound, since the domain of our optimization problem is
more restrictive. For example, in the 3D isotropic case at the rest configuration, the bound obtained by
solving the associated 9 x 9 eigenvalue problem is 64 + 9, which is more than three times larger than the
actual maximum x = 2u + A obtained from the solution of Eq. @

2.4 Isotropy

To make further progress, we assume isotropy. In practice, this covers the significant majority of elasticity
models in use in graphics and MPM. In the isotropic case, the derivative of P has a sparse representation in
diagonal space [7, [12] [IT], which we will exploit to find solutions of Eq. @

We first transform into a diagonalized representation using the singular value decomposition of the
deformation gradient,

Fi' = ikzkn‘/ﬁr

Let 0; = ¥;; be the singular values, and ’(/AJ(O'Z') be the energy density as a function of the singular values.
The first Piola-Kirchhoff stress tensor diagonalizes in this space as F;; = Uy Py Vjn, where Py, is a diagonal

matrix with Py; = 1[)1 = %;. Differentiating P, we get
-Pin,(km) = Ui Vs Ut Vinu My st

where M, 1, is a sparse tensor whose entries are described below [11]. Substituting this expression into our
objective in Eq. @, we have

1
Ajpuguy, = jPin,(km)FrnFsmnrnsuiuk
1
- j(UirVnSUkthqustu)(Ujozopvnp)(Ulvszvmw)njnluiuk
1
= jUi'rUjoUktUl'qustqustuuinjuknl
1

= erstquszvupr(IothUa
where p, = Usu; and g, = Ujon; are also unit vectors. Although this is essentially the same form we started
with, we have replaced dense matrices and tensors with diagonal matrices and sparse tensors. In particular,
%M,.stqusz has the same sparsity pattern as M.z, though more of its elements are distinct.

Sparsity. The sparsity pattern of M;;x; can be summarized as follows [I1]. Summation is not implied, and
entries not explicitly given are zero.

5 ke + bik aik — bik .
Miikk = ¥k, Mgk = —5 ol #k, Migii = — it # k,
where
_ ?/AM - lz,k . %ZAM + sz,k
aj = ———>, by, = ——.
o; — Ok o; + o

Observe that Mk = Mikii, Mikik = Myiki, Mikki = Mk, and generally M = Mj;. With these
properties, solving the 9 x 9 eigenvalue problem reduces to solving three 2 x 2 eigenvalue problems and one
3 x 3 eigenvalue problem, which is potentially tractable. However, as noted above, the bound obtained is
not very tight, so we do not pursue this strategy.



System of equations. We note that, in this sparse form, some solutions are trivial. Using Lagrange
multipliers, our constrained optimization problem in @D becomes finding critical points of

1
L= *MrstuzoszvuprCIothU - A(prpr - 1) - M(QTqr - 1)

J
over p, q, A, and pu. Differentiating L with respect to these variables and setting the result to 0, we get

oL 1 1

0= = *Mistuzoszvu(hpt(h + *Mrsiuzoszvupr(b(h - 2)\2%
opi  J J
oL 1 1

= = — M5t 255 DoulrPiqo + = MrstuBios LiuPr@oPt — 214G;,
dq¢i J J

along with the unit norm constraints on p and ¢, so that the critical points satisfy

1
)\pi = jMistuZostuqoth'ua (10)
1
Hqi; = erstuZistuprptqm (11)
prpr =1, (12)
qrqr = 1. (13)

Multiplying Eq. by p; and using Eq. , and combining Eqgs. and analogously, we find

R 1
A= =K== erstuZostuprqoptqv-

We can summarize our system of equations as

1 )
Cro = erstqustuptqu Api = CioQoy G = Cripr, A=p =k =Cropro, pror =1, ¢ g =1
(14)

Trivial solutions. The system has trivial solutions when p,- and ¢, are axis vectors, which we denote
as pr = 0rq and q, = d,p for any choice a,b. If a = b, then
1 1 1

Cro = jMTstuzosEvuthv = jMTstuzosEvu(Sta(Sva = ersaaZosEaa (IIO summation on a)7

where we have used u = v (X,, is diagonal). Due to the sparsity pattern of M and the diagonal structure
of ¥,s, we can see that C,, = 0 for r # 0. Thus, C,, is diagonal with entries

1
Cee = chcaaEchaa (no summation on a, ¢).

Plugging these into our equations shows that they are all satisfied, and & = %MaaaaZaaEaa is our
corresponding candidate. Otherwise, if a # b, then

1 1 1 1
Cro = erstqusEUuthv = erstqusEUu(Staévb = ersaquszbu = ersaonsEbb (HO summation on a or b)
In this case, only Cy and Cy, are nonzero, and are given by
1 1
Cap = = Mabap XX, Coa = T MoaabEaap

The equations are again satisfied, and &£ = Cyp, = %MababebEbb.



Sound speed CFL condition. With these trivial solutions, our sound-speed-based CFL computation for
MPM can be summarized as
1 K Ax

KR = — Imax MababebEbb, Cc = - At = —. (15)
J a,b P C

The smallest time step computed for any particle (scaled by a factor less than one, typically 0.9) is one of
the time step restrictions we use to limit our time step sizes. Observe that Jp = pg is the initial particle
density and does not change with time. Note also that we use the sound speed c¢ directly, rather than the
eigenvalues of NV given by n,u, + ¢, as we do not need to account for the advective component n,u,., which
is treated in a Lagrangian manner in MPM.

In practice, we've found these trivial solutions to be sufficient in computing our sound speed CFL. Our
investigation of the full problem indicates that maximum eigenvalues occur at the trivial solutions in the
vast majority of cases, as we discuss further below.

Mathematical form of full solution in 2D. The diagonal space problem in 2D is analytically solvable
as the solution of a quadratic polynomial. For completeness, the solution can be computed using

a = (Mo110 + M1100)0001, b= Mooooos — Moro1o;, d = (Moooo — Moio1)og, €= (Moro1 — Mi111)07,
f =de+d?, g = be +a?, h = bd — a?, k=f—eb—e), m=f+db-d),

5 2ayr —br? —dy* —b—e

2
gx® —k
¢ = Moygooo§ +

00000 (22 +1)(y2 + 1)

_ 4 _ _ 2 _ _ g v
fha® +2(fh— fg—gh)z® +km =0, y sdtoz

Here, 22 is obtained by solving a quadratic equation. We may obtain 0, 2, or 4 solutions z. Each solution
leads to a wave speed c¢. Since x and —zx produce the same wave speed c, there are only two candidates to
check. Even though ¢ can be computed from 2 alone ( is not actually required), the wave speed is not
meaningful unless 2 > 0. We used Grébner bases to solve the optimization problem analytically and to
show that all of the solutions are obtained either as trivial solutions or by solving the quadratic above.

We implemented this analytic solution along with the trivial solutions during our testing and compared
them with approximate numerical solutions determined by brute force to ensure that we were finding all
possible solutions. We observed that for random inputs, the quadratic solution occurred occasionally. How-
ever, for inputs generated from physical simulation, the quadratic solution occurred only three times out
of approximately a million sound speed computations. Given the added expense of the quadratic solution
and the extreme improbability of encountering it in practice, we removed the quadratic solution from our
code and use only the trivial solutions, which are simple to compute and provide the correct solution nearly
always.

Mathematical form of full solution in 3D. The situation in 3D is significantly more complicated. The
3D problem can be restricted to 2D by fixing a component to zero. (That is, u, = n, = 0 for some a.) This
results in the trivial solutions and the quadratic solutions.

Extensive Grobner basis analysis reveals that, in addition to these 2D solutions, there seems to exist a
fully general type of solution possible in 3D. This solution requires the solution to a degree-18 polynomial.
The mathematical complexity of the system of polynomial equations in 3D has defied all of our attempts at a
full analytic solution, and we have not succeeded in calculating the coefficients of the degree-18 polynomial.
Rather, we are forced to infer its existence by substituting in integers for the inputs and solving the system
of polynomials over finite fields.

In testing with random inputs, we never observed a maximum wave speed that could not be computed
from a trivial solutions or a quadratic solution. As such, the fully general solutions are of little more than
academic interest.

10



Agreement with isotropic linear elasticity. We show that our derivation agrees with existing results
for isotropic linear elasticity. In this case, with Lamé parameters u, A, and strain e, the stress is given by

o = 2ue + Mr(e)l,
— WP+ FT = 20) + A(w(F) — )1,
so that
05 = p(Fij + Fji — 2655) + M Fe — d)0ij,
Tij,(km) = MOikOjm + 05k 0im + AijOkm.-
Substituting this into the matrix A;, we get

A = Uij,(km)njEsmns

= M(siknstjns + ,unszins + )\niFskn37
or in matrix and vector notation,
A= p(nTFn)I + pFTan® + Ann™ F.

At the rest configuration, F' = I, and A = ul + unn” + Mnn” has eigenvectors n and w, for any vector w
orthogonal to n, so that

An = (2u + A)n,
Aw = pw.
This corresponds to a P-wave speed of @ and an S-wave speed of \/% , which agrees with published

values [I]. These results can also obtained from the diagonal space results in Eq. by using the corotated
constitutive model at the rest configuration, where ¥,, =1, J =1, Mygaq = 2 + A, and Mypap = p-

Agreement with compressible flow. We next show that our derivation agrees with existing results for
compressible flow. The stress tensor for an inviscid fluid is given by

o= —pl,
where p = p(J) is pressure. The derivative of stress is
ij(rs) = —0ijPs ()T (F ) sr.
Substituting o;; () into A gives
Air = 045 (rs)Nj Frsny = —5ijp,](J)J(Ffl)srnijsnk = —0;;ps(J)J6prnn; = —ps(J)JInin,,

or in matrix form A = —p;(J)JnnT. The maximum eigenvalue is —p;(J)J. Therefore, the sound speed is

c= _Z’JT(‘I)J. This form of the sound speed may seem unfamiliar. This is because p is normally expressed

as a function of density rather than deformation, so that its derivative with respect to J is

D)= 20 = 2p(22) = (<2 (%) = (-2 sl

Substituting this expression into the sound speed ¢, we get

[ _ \/%
P op’

which is a familiar form for the sound speed in compressible flow.
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3 Single particle stability

In an MPM simulation, neighboring particles have a stabilizing influence on particle evolution, and thus the
ejection and isolation of a particle (for example, due to splashing water) may lead to simulation instability.
While this observation is not new [8, [0], here we identify for the first time an instability caused by a feedback
loop between F (or J, for fluids) and forces. We show that this instability imposes restrictions on both the
choice of basis function and the time step.

3.1 Fluids and pressures

Consider a fluid simulation, where the force is a pressure defined in terms of the deformation gradient through
an energy density ¢(J). Consider a particle p that becomes isolated from interactions with other particles
on the grid. We assume PIC transfers for simplicity. During one time step of evolution, transferring data
from the particle to the grid gives

n_ ,.n
m; = W;pMp,
nen __ n n

mivi = wimpvy,

n __ n
Vi =V,

where the last equation results from the isolation of the particle. Explicitly integrating forces on the grid,
we get
f; = =V, I3 (J)Vw,,
At

vt =y T f
7 1 + m;ﬂ g

and the particle update then gives
Vevy=> vt vy,

i
1

T = (14 AtV -vy)J).

Putting these together,

AtVO gy
J;H'l = <1 + Atz (v;I — ppwVwZ,) -Vw;;) Jy

wZDmp
—[1- ARV gy Z Vg, - Vwi, g
My - w, P

where we have used ) ; Vwy, = 0. This contains (the trace of) the matrix

Vuwl, (Vwi,)"
ip

oy Y

This matrix contains two types of entries, which occur on and off the diagonal. We assume wy;, = N (xi —xp)
is a tensor product basis, so that in 3D N(x;;x) = N(x;)N(y;)N(2x). Note that off-diagonal entries of H
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are zero. For example,

H,=Y" (N (@i )N (y;)N (z1) ) (N (i) N (y;)N (21))

o N (i) N (y;)N (z1)
= N'(z:)N'(y;)N (2)
ijk

(sz) S N'() (zmm)
i j k
= (0)(0)(1).

The first diagonal entry is

e (W (@) N (y;) N (25)) (N () N (y;)N (21))
=2 NN () N (a1)
_ o V(@) 2N (y;)N (z1)
> N(zi) :

ijk

/(:Ui)Q

(B3 (o) ()

-

-4 N(zy)
The other diagonal entries are similar. Observe that if H;; is unbounded, then tr(H) will also be unbounded,
which means Jg“ will be unbounded. The resulting simulation will be unstable and may explode sponta-
neously if any particle becomes isolated. This boundedness is a property of the basis functions employed.
This quantity is not bounded for linear splines. The interpolation must decay to zero quadratically or faster
for stability. Note that the function N(z) depends on the grid size. Let h be the grid size, and define N (%)
by N(z) = N(x/h) = N(z), where N (&) is not a function of grid size. Then

_ (@) 1 V(@)
H11—zi: N(z) _ﬁ; N(fcz)

Note that Hi; should be a multiple of A~2, which will generally depend on the location of a particle within
a cell. We need it to be bounded. For quadratic splines,

2

4 6
For cubic splines,
3 3.14
2 = <o

Thus, we can bound the matrix entry by Hy; < % with K = 6 for quadratic splines and K = 3.14 for cubic
splines. Note that the same bound applies to Has and Hss. For our immediate purposes, tr(H) < % where
d = 2,3 is the dimension. The ratio of change is bounded by

A2VIK AT
n+1 _ n __ n n
Tyt = (1 R P mp,,) Ty = (L= rdgg') gy,

13



where

APVIKd

r= (16)

2
h*m,,

We can make r smaller by choosing a smaller time step; finding a suitable r leads to a time step restriction.
We assume the pressure force is restorative, so that J)' — 1 and ¢’(J}}) have the same sign. In this way, the
value of J, increases if it is less than 1 and decreases if it is larger than 1.

Simple bounds. For sufficiently small r, the solution should simply decay to J — 1. We will choose r so
that J does not overshoot 1. Reaching 1 exactly requires

(1—rJiy)Jr = 1.
Solving for r gives
Jr—1
_“p
" O "

On the other hand, » = 0 leaves J;) unchanged. Values in between leave J;' in between these extremes,
which is the desired behavior (decay without overshoot). Solving for At in Eq. , we get

my,Tr
At=h P
VIKd
A PRT
= Az d’

where h = Az. Substituting the value of r from Eq. gives

Ay A pp(Jp —1)
J Ky'd

where we have used pg =m,/ V;,O, and VpO is the initial volume of particle p. Note that At remains well-defined

near the rest configuration since by L’Hopital’s rule,

. Az ey (Jp—1)
12131 At= JEIBI Jn Ky'd

/ 0
= Az K@;’d'

Less restrictive bounds. In practice, this value of At can be improved somewhat. To ease up the
restriction on At, we must allow ourselves to overshoot J = 1, alternating between J < 1 and J > 1. Doing
this safely requires us to have an idea of how our forces will behave at the other side of our overshoot. For
our purposes, we assume that the force’s growth is bounded by

0>¢' () >ANJ-1)J72%, 0<J<I, (18)
0<y'(J)<AJ—1), J>1, (19)
for some A > 0. This growth is fast enough to accommodate constitutive models 1(J) that contain common
terms like (J —1)2, In J, In? J, or J=1. The value A must be computed given knowledge of the constitutive

model. The analysis that follows can be repeated with different bounds or an actual constitutive model if
desired.
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We select r in order to ensure that
Jo=0—rJy)J (20)

is bounded in a way that prevents growth over time. We can do this be ensuring that |In(Jz)| < |In(J)|,
which is equivalent to requiring J> to be between J and J~!. Across many time steps, we will have |In(J)| >
[In(J2)| > |In(J3)| > [In(J4)| > --- > 0 =|In(1)|, which prevents divergence.

We select r in two separate cases. First, we consider the case J < 1, where we want to ensure J <
Jo < J71. From and (20)) we have the bounds Jo > J and Jo = (1 —rJy')J < (1 —rJA(J — 1)J72)J.
Requiring

2
< <1
r_/\(2_J)2, 0<J<,
ensures (1 —rJA(J —1)J72)J < J~1 since

2
A2 = )2

L), B6-01-0*)1-J)?
JNJ = 1)J >J— T3y >0

J' - —rINJ-D)JJ DT >J— (1 -

when 0 < J < 1.
For the case J > 1, we want J~! < J, < J. From and we have the bounds Jy < J and
Jo=1—=rJY)J > (1—rJXJ —1))J. The choice

J+1
< —
"= =

ensures (1 —rJA(J —1))J > J~! since

J+1
AJ3

(1—rdNJ—1)J —J > (1— INJT — 1))‘1—.1—1 =0.

We can summarize this eased time step restriction as

Az 2p9
At= 25\ ZPe <1
oV 07t

Az [pp(J +1)
g JKAX

At J>1

Near J = 1, this improves the time step size by a factor of v/2 allowing us to take time steps that are 40%
larger; we use this bound in all of our fluid tests. Performing the analysis directly on individual constitutive
models can produce better bounds. Since J & 1 nearly all of the time for fluids, nearly all of the performance
benefits are obtained by getting favorable time step bounds in the limit J — 1.

4 Reflection boundary conditions

We enforce boundary conditions at domain walls through reflection [5]. The motivation behind these bound-
ary conditions is what one sees when looking at a mirror. When one touches a mirror, the mirror exerts a
force back on one’s hand that is equal and opposite. However, looking in the mirror it appears as though
there is a second hand that mirrors the movements of the real hand and pushes back on it with equal and
opposite force. The observation is that the two physical situations behave alike. The force a hand experiences
from the mirror is the same as the force it experiences from a reflected hand. Because of the hybrid nature
of MPM), the interaction between two hands is automatic. This gives us a straightforward and efficient way
to apply boundary conditions at domain walls. We extend this idea to handle both separation and friction.
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Reflection notation. We will need to be able to denote reflections of various quantities. We denote
reflections of positions, velocities, grid indices, and particles indices as #(x), (v), (i), and r(p), respectively.
We use a hat for the function that reflects positions to distinguish it from the very different function that
reflects velocities. All reflections are involutions (they are their own inverse). Thus, for example, r(r(p)) = p
and r(r(vy)) = v,. We use p for particle indices; here r(p) is the index of a (fictitious) new particle that is
conceptually constructed as a reflected copy of the original particle p. The position of the reflected particle
is just the reflected position Xf(p) = #(x,) = Rx, + 2s, where R is a diagonal matrix with Ry, = £1, with
-1 in the reflection direction and 1 otherwise, and s, is nonzero only in the reflection direction. Note that
Rs = —s. Note that s is on the plane of reflection, since 7#(s) = s. Because we are always reflecting about
grid domain boundaries, reflecting the locations of grid nodes (or grid cells, depending on how MPM was
implemented) always produces the location of another grid node (or cell). Thus, we have x ;) = #(x}").

Reflected particles have the same mass as the original (m,,) = m,;). Reflection preserves weights, since
w?(i)r(p) = N(X:'l(i) - X:'l(p)) = N(R(x} —xp)) = N(x}' —x}) = wy,

which follows from reflection symmetry of the interpolation kernel N(x). Similarly, wf(i)p = wglr(p).

Boundary conditions. We have a few useful choices for the way in which velocities are reflected, which
we denote Vi) = r(vy) = Avy + 2b. The involution property implies Ab = —b. The different options
correspond to dlﬂerent types of boundary conditions. The choice A = I,b = 0 behaves as a free surface
boundary condition (in the computational fluid dynamics sense). The choice A = —I enforces the no-slip
boundary condition v = b. The other meaningful choice is A = R, which enforces a slip boundary condition.
The normal velocity is enforced (n-v = n - b), but tangential velocity is unconstrained.

Transfers with reflection. In the absence of boundary conditions, the MPM transfers of mass and
momentum from particles to grid are (assuming PIC transfers for simplicity)

_ n nen __ n n
= E Wi M, m;v,; = E Wiy Mp V-
p p

Next, lets consider a modified system where we have both our regular particles p as well as a reflected copy
r(p). The grid mass for our modified system is

= Wiy Y WMy = Y whmy £ Y wl,my = mi 4 m.
p p p P

That is, we simply add in the mass from the reflected grid node. Note that M} = m” . ; the modified grid

7(17

mass is symmetric with respect to the reflection that we used to generate it. The momentum for the modified
scheme is

i Z“’wmp" + Zwmp)mT(,,) Vi (p)

=m}v] + Z Wy () Mo (p) (AV, + 2b)

=my ”—&-AZwT(Z myvy, +2wa
P P

= m"v” + Amr(z) ,,,( ) + 2bm ( )

=mivi +my vy

Here, we simply add in the momentum from the reflected grid node, but with reflection. The modified mass
m;" and momentum v}’ can be computed from m and m]'v}" as a simple postprocess. These corrections
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only need to be applied near the boundary, since m:}(i) will be nonzero only in a narrow ghost region around
the interface. We never construct actual reflected particles. Noting

MVt = Ay Vi) = (mivi + Amle vig) + 2bm;)) — A(my) Vi) + Amivi' + 2bm])

and dividing by m? = fn:}(i), we have V' = A\?q’}(i) +2b = r(flf(i)). As with mass, the velocity is invariant
under the reflection used to generate it. In this way, we get valid masses and velocities inside the domain
that respect our desired boundary conditions and valid extrapolated values in the ghost region as well.

Forces with reflection. In the absence of boundary conditions, the velocities at grid nodes are updated
by applying forces giving

VIt = v 4 At(mP) T

In our modified system, we would receive forces f]* from our real particles and reflected forces AfT"(i) from

our (fictitious) reflected particles. The forces for our modified system are ff =f"+A ;‘(i), so that
VI =V At(ml) T

Reflecting the forces and applying them with the modified mass preserves the symmetry of the velocity field:

Vit = A\A/f(i.r)l +2b = 7"(\7?(42.')1). Once again, the appropriate reflected force can be computed with a simple

grid-based correction near the boundaries.

Corners. At the corners of the domain, one must enforce boundary conditions for more than one domain
wall. This process is straightforward. Reflections should be performed in the ghost region (even when both
i and r(¢) are in the ghost region). The domain walls may be reflected independently; the final result does
not depend on the order.

Momentum conservation. For no-slip boundary conditions, the velocity at the interface is fixed to
v o= Vf“ = b, which follows from the symmetry of the modified velocity field. For the free boundary

condition, A =1, b =0, and

vy = mivit + Amy Vi) + 2bmygy = mivi +myl o vils = iy Vi = V=V

The total mass and momentum of the modified system is not the same as the original system, since we have
additional particles. If we instead use the velocity from the modified system but keep our original masses,
we find

Vi mil Vi = mi Vi milp Vit = (mit 4 mylg) )Vit = mi Vi = mivit +milg vl
Total momentum is thus conserved by this boundary condition treatment. Since we did not change the grid
mass, it is conserved as well. The slip case simply uses the no-slip case for the normal direction and the
free-surface case for the tangential directions. It thus conserves the tangential momentum components and
enforces the normal velocity component.

Reflection as a velocity correction. The boundary condition we get by introducing fictitious reflected
particles has three undesirable properties: it does not conserve mass, it does not conserve momentum in
the free-surface case, and it will cause problems during the proposed friction treatment. Instead, we use the
reflection analogy only to compute a corrected velocity:

=avitt 4 ar(i)r(vr(f)l), af = —|—1m"(.) =1-—a,. (21)
K3 (1

1 1
m?v;“" + mf(i)r(v?(";) )

Vit =

m} + mf(i)
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Note that, near corners, the mass and momentum contributions from all reflected ghost nodes must be
included (4 nodes if near two walls, 8 nodes if near three walls). We also note that it is not necessary to
apply a correction after the particle-to-grid transfer and then a second correction after forces. Instead, we
can delay the correction until after forces have been applied to the velocity field but before grid data is
transferred back to particles.

Note that our modified velocity in Eq. takes the familiar form of a sticking collision between two
particles of masses m1, meo, with velocities before collision of vy, vo, and velocities after collision given by
v = vh = - +m2 v + +"'mz ve. In our case, the different types of boundary conditions are achieved by
the appropriate choice of r( ). Directly at the wall m; = m,(;), so the modified velocity will be an equally
weighted average of v; and 7(v,(;)). As we move further from the wall, the relative weight of v; increases
smoothly. This leads to an exact enforcement of the boundary condition at the wall, and a continuous
treatment of the boundary conditions in small band near the wall.

Friction. In the case of slip boundary conditions (A = R), it makes sense to consider friction. Based on
the amount of normal force applied when enforcing the boundary condition, we wish to apply a Coulomb
friction impulse to reduce the magnitude of the tangential velocity component. An obvious way to do this
is to simply apply Coulomb friction to the grid nodes that receive normal forces. This approach does not
work; objects experience a friction force, but this force does not converge to the correct value. In practice,
a sliding object experiences less friction than it should. Instead, we approach this from the perspective of
momentum.

As a result of enforcing the slip boundary condition by reflecting the velocity, the total tangential mo-
mentum was conserved but the normal component of total momentum changed. The difference in the normal
component is

App = (mPvrTt 4 m?(i){,%r)l) — (mPvi 4 m”(i)vfg)l) ‘n
~n+1 n+1

~n+1 n+1).n+mr(,)(vr() —V ()) n

=my (VT —v;

=m, (Oé"vn+1 + Oz"(i)r( :L(Jr)l) Vn+1) -n -+ mr(i)(a?(i) r( ) +af ,r.(vn+1) V:g)l) ‘n
= m ar( ) ( r(z ) - VT,L+1) -n+ mr(‘)an(T(V?+1) o v:}(—:)l) ‘n

(r
= miare(r(vi)) = it 4 r(vith) = vidh) n o Note: mitaj,) = miaf
A0y (

AV +2b — vt 4 AviT vl Bl 4 2b)
= 2mi ar(i)(2b — vt~ vfa.')l) ‘n (using n” A = —n7).

We assume that n points towards the interior of the MPM domain. Then Ap, > 0 corresponds to the
wall pushing on the material, and Ap,, < 0 corresponds to the wall pulling the object towards it. For now,
we assume that Ap, > 0. Decomposing into normal and tangential components and scaling the tangential
component,

~n+1 _ T~ n+1 ~n+1 _ n+1 An+1 An—i-l An+1
Vit =nn" v, VIt = (I — nn®)vH Vin + sV

0<s<1.

)

We note that \72["1 = \7‘:’(‘*')1 and \7""‘1 =2b—v*l. In the case of full sticking, s = 0, and the change

r(l)n
in tangential momentum due to friction is Ap;, = [[mPvitt + m Af(fltH iand |}

sliding friction, for a given value of s > 0, the tangential change in momentum due to friction is (1 — s)Ap;.
The Coulomb friction inequality gives (1 — s)Ap; < pAp,, so s = max(1 — uﬁi",O). With this, AZL“ =

VI L 591 s the corrected veloc1ty7 with the effects of friction included. The reflected velocity is v”(Jr )1u =

mi||v In the case of

r(v”“) =2b— \Afn(-: T+ sV This reflected value is precisely the same as would be obtained by repeating
the entire derivation replacing ¢ with ().

Separation. All that remains is a proper treatment of the separation condition Ap, < 0. A relatively
obvious choice would be to revert to the free-surface boundary condition in this case, but this leads to a
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velocity discontinuity in the normal direction. Disabling the boundary condition during separation leads to
velocity discontinuity in the tangential direction. Instead we leave the normal velocity component untouched

but use the reflected tangential components, v; jelp = nnTv"'*'1 + A"‘H. At Ap,, = 0, we have s = 1,
(2b — vt — vf(';')l) -n =0, and

A\ Vv nn- v,

AZj-l _ Z;{-@lp — (An—i-l +5An+1) ( T n+1 + An—&-l)

— rlnTvn+1 nnTVn+1

= nnT(oz”V"+1 o )(AVT(Z) +2b) — vt

= a:}(i)nnT(Qb - v?+1 - vf&f)l) =0.

This choice leads to velocity continuity and is also fully momentum conserving.

Summary. At the end of the grid update, we apply boundary conditions that do not include friction or
separation using
n+l) An—i-l ({,ﬂ—&—l) an _ m?

’ 7 -

Ant+l _ n n+1 '
A\ @; + O‘T(z)r(vr(i) Ve =7 ) ’ mi + m?(i)

=1- Oé,,,(z)

If slip boundary conditions are being enforced with friction and separation, we compute the separation
condition ¢ = (2b — v — v"(Jr)l) n. If ¢ > 0, we apply friction to the modified velocity

ontl _ An+1 nHl o gntl Tontl  sntl _ n+1 QO‘nan(’)MC
Vin AL VIl = Tyt 0 = (I - a9, s = max 1—HW7+1”,0 ,
with vr(z) = r(\“fﬁ'l). Otherwise, we used the unmodified normal velocities and the modified tangential
velocities,
n+1 T . n+1 ~n+1 n+1 _ T . n+1 An+1
i,sep =nn v; +Vit ’ r(i),sep — nn Vr(i) +v '

5 Sources

Particle seeding at inlets must be done carefully to avoid visible discontinuities between different batches of
seeded particles. We seed particles at the end of each time step, at which point the correct time step size At
is available. We assume that all seeded particles entered the domain by passing through a plane (defined by
a point p and normal n) at some time ¢° = t” + At — At,, (where 0 < At, < At) and at some location z, on
the seeding plane ((z, —p)-n = 0). We assume that all particles pass through the seeding plane at constant
source velocity vs and evolve for the rest of the time step under a constant acceleration field a (typically
gravity). Since its creation, the particle has accelerated to velocity vg"’l = v, + Atpa and moved to position
X;H‘l =z, + At,v, + %Atf)a, which provide the initial position and velocity for the seeded particle. For
APIC, we also need either the velocity gradient CI+! = 9% or its analogue BI+! = C*1D". For this we
need the spatial derivatives of the Eulerian velocity field u(x,t), which is related to the Lagrangian velocity
vp(t) by u(x,(t),t) = v,(t). In order to calculate the velocity that a particle would have at a given location,
we must determine where the particle was seeded and how long it has been evolving.

1
X =2y + Atpyv, + iAtia
1
x—p:zp—p+Atpvs+§At§a

1
(x—p)~n:Atpvs-n+§At§a-n
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This is a quadratic equation that can be solved for At,. We note that we don’t need to solve this equation;
it is enough to implicitly differentiate it.

) ) 1,
OAt
n=(vy-n+ At,a-n) 8xp

0At, n

Ox  (vs+At,a)-n

Since v, = v, + Atpa depends on the query location x only through At, (the seeding location z, does not
matter),

u(x,t) = vs + Atya

du <8Atp>T an”
—(x,t)=a =
ox ox (vs + Atpa) -n
ou an”
n+1 _ n+1 4s _
Cp —a—x(xp ,t +Atp)—7vg+1n

What remains is to seed particles uniformly and determine At, and z,. We perform particle seeding in a
reference volume, where we transform the seeding plane to the yz plane. The bounding box for the portion
of this transformed plane where seeding must occur is [yo, y1] X [20, 21]; seeds inside this bounding box but
not the seeding area are rejected after sampling. We use Poisson disk sampling [4, 0] to compute seeds
(x,y,2) € [0, Atvg - n] X [yo,y1] X [20, z1], from which At, = v - Zp is obtained by transforming the point
(0,y, z) back into world space. Note that we have taken advantage of the fact that a does not affect particles
until after they have been seeded and that Poisson disk sample distributions are insensitive to sheer. Note
that seeding should not be performed directly on the box (At,,y, z) € [0, At] X [yo,y1] X [#0,21] due to the
mixing of units. We retain a layer of seeds from the previous time step to use as starting seeds for the current
time step; this ensures seamless continuity in the seeding distribution between time steps.
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