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Abstract—How can we spot anomalies in large, time-evolving
graphs? When we have multi-aspect data, e.g. who published
which paper on which conference and on what year, how can
we combine this information, in order to obtain good summaries
thereof and unravel hidden anomalies and patterns? Such multi-
aspect data, including time-evolving graphs, can be successfully
modelled using Tensors.

In this paper, we show that when we have multiple dimensions
in the dataset, then tensor analysis is a powerful and promising
tool. Our method TENSORSPLAT, at the heart of which lies the
“PARAFAC” decomposition method, can give good insights about
the large networks that are of interest nowadays, and contributes
to spotting micro-clusters, changes and, in general, anomalies.
We report extensive experiments on a variety of datasets (co-
authorship network, time-evolving DBLP network, computer
network and Facebook wall posts) and show how tensors can
be proved useful in detecting “strange” behaviors.

I. INTRODUCTION

Which authors are highly inter-disciplinary and which
changed research interests during their career? Was there an
attempt for network intrusion? When did a port-scan happen?
In the data mining community, the last years, there is a surge
of interest in detecting anomalous behaviors like the above
mentioned in various, large datasets.

The list of applications of anomaly or outlier detection is
huge: spammers in blogs, telemarketers in phone-call datasets,
exfiltrators in companies, fraud detection in bank accounts or
credit cards [7], malware detection [13], voting irregularity
analysis, network intrusions [25], data cleansing etc.

The interest lies not only in detecting “strange” or “anoma-
lous” behaviors, but also rare events and changes. For instance,
a big number of wall postings in Facebook may be an indicator
of birthday or nameday, if the duration of the event is small
(e.g., one day); on the other hand, if from that day on the
number of wall postings is bigger than usual, then the event
might suggest that the account was compromised. In both
cases, it is worth having tools that can detect and explain the
change (even if an analyst with domain knowledge is required
in the loop).

In a slightly different pace, suppose that we discover an
author who, up to a certain point in time, used to publish to
conference A; if we discover that after a certain date, this
author has switched from publishing to conference A and
instead is associated with conference B, this may indicate
that this author has switched research areas. The list of
anomaly detection application continues: consider network
traffic measurements that record the source-destination pairs,
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Fig. 1. Anomaly spotted on the LBNL dataset: bot attack-like behavior on
port 1544, where the activity spikes in the temporal domain occur precisely
every one minute.

the number of packets transmitted, the connection port, as
well as the timestamp when the connection was initiated.
It is thus of fundamental interest to network administrators
to detect suspicious behaviors over this set of connections,
such as a sequential port-scanning, which may well signify
an impending attack and should definitely raise a flag to the
administrator. A snapshot of our interesting findings may be
found in Figure 1, which illustrates what appears to be a bot
attack-like behavior on network traffic data.

The increasing interest in anomaly detection has led to the
development of several methods that specialize either in multi-
dimensional points or networks [22]. One of the most prevalent
techniques is statistical analysis of the data [11]; the goal
is to find patterns and laws or fit distributions to the data.
The points that do not follow the distribution or do not obey
the expected patterns are considered anomalous and require
further investigation. Recently developed methods applied to
networks rely on extracting features for the nodes of the graphs
and converting the graph data to multi-dimensional points [2].
Then classic algorithms [9] [24], which are analyzed in the
survey, are used to find distant or low-density-neighborhood
points which may correspond to anomalous nodes.

In this work, we propose the detection of micro-clusters,
rare events and changes in behaviors using tensors. Tensors
are powerful tools that can be used for the analysis of the
increasing in size data which contains multiple dimensions;



one of the most tangible examples where tensors can be used
nicely is the case of time-evolving graphs. Our contributions
are the following:

• We focus on how to use TENSORSPLAT, which is based
on “PARAFAC”, a highly interpretable tensor decompo-
sition method, in order to spot anomalies in data, and

• Report results in 3 different settings: (a) a small subgraph
of the co-authorship DBLP network, (b) the time-evolving
DBLP network that spans 49 years, and (c) LBNL, a big
network traffic dataset.

The following sections are organized in the usual way: we
first explain the theoretical concepts of our proposed method,
present the experimental results and describe the related work.

II. BACKGROUND

In this section, we provide the theoretical background
required, in order to get a grasp of tensors and tensor decom-
positions. A very concise and comprehensive tutorial about
tensors may be found in [19]. Table I presents the notation
that we use in this section.

TABLE I
DESCRIPTION OF MAJOR SYMBOLS.

Notation Example Description
italic, lowercase letters a scalar
bold, lowercase letters x column vector
bold capital letters A matrix
Euler script letters X tensor
superscript x

(I), X(I⇥J), dimensions of vector,
X(I⇥J⇥K) matrix, or tensor

index x(i), X(i, j), corresponding element of
X(i, j, k) vector, matrix, or tensor

A. Tensors

An n mode/way tensor is essentially a structure that is
indexed by n variables. In particular, a 2-way tensor is nothing
but a regular matrix, whereas a 3-way tensor may be viewed
as a data cube. For the purposes of background exposition, we
are going to focus on 3-way tensors, because they are easier to
visualize; however, everything discussed in the sequel readily
extends to higher ways, and in fact, one of our data mining
case studies operates on a 4-way tensor.

B. Matrix decomposition

In order to demonstrate the concept of a tensor decom-
position, we will at first diverge to describe how one may
decompose a matrix and how this relates to well established
concepts in Information Retrieval and Data Mining. In par-
ticular, consider an I ⇥ J matrix X; for instance, this matrix
may correspond to an author by conference matrix, where the
(i, j)-th entry indicates that author i has published a certain
number of papers in conference j.

First, we need to define the Singular Value Decomposition
(SVD) of X, which states that any matrix X may be decom-
posed in the following way

X = U⌃VT

where U,V are orthonormal matrices and ⌃ is diagonal, with
non-negative values on the diagonal, the so-called singular
values of X. In [16], it is shown that if we truncate the SVD
of X to a rank f lower than the actual rank of the matrix, this
yields the optimal low rank approximation of the matrix, in
the least squares sense.

If we call matrix A = U⌃ and matrix B = V then we may
rewrite the decomposition as:

X ⇡ a1b
T
1 · · · aFbT

F

where equality holds if F =rank(X). The above expression is
essentially a bilinear decomposition of X. We chose to obtain
this bilinear decomposition through the SVD, but in fact, there
exist numerous different approaches, e.g. the Non-Negative
Matrix Factorization [20].

At this point, one may wonder what is the practicality of
the above formulation. The answer was initially given in [15],
where Latent Semantic Indexing (LSI) is introduced. In a
nutshell, what LSI suggests is the following: Consider the
author-by-conference example that we mentioned. If we take a
rank f approximation of this matrix, then, in a sense, we force
all authors and all conferences to be expressed using a basis
of f vectors. In this way, we are grouping together authors
and conferences that are expressed similarly in the matrix, i.e.
they are ”close”, usually, with respect to euclidean distance.

C. Tensor decomposition

Having introduced the SVD and the bilinear decomposition,
we are ready to extend our paradigm to the tensor regime.
However, there is no single decomposition that fully extends
the matrix SVD; we choose to elaborate on the most intuitive
and easily interpretable of all, the PARAFAC decomposition.

Consider a three way tensor X of dimensions I ⇥ J ⇥K;
The PARAFAC [17], [10] (also known as CP or trilinear)

decomposition of X in F components is an immediate exten-
sion of the bilinear decomposition, for tensors, i.e.

X ⇡
FX

f=1

af � bf � cf

The three way outer product of vectors a,b, c is defined as

[a � b � c](i, j, k) = a(i)b(j)c(k)

X 
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Fig. 2. The PARAFAC decomposition of X.
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Fig. 3. In this Figure we demonstrate how TENSORSPLAT is able to perform change detection. In particular, we observe two components in which a well-
known professor appears as an author; the first component mainly contains Databases conferences, whereas the second contains Data Mining conferences.
The dashed red line indicates the point of change in research direction.

More compactly, we can write the PARAFAC decomposi-
tion as a triplet of matrices A,B,C, i.e.

X ⇡
h
A(I⇥F ),B(J⇥F ),C(K⇥F )

i

the f -th column of which contains af ,bf and cf respectively.
One could normalize each column of the three factor matri-
ces, and introduce a scalar term �f , one for each rank-one
factor of the decomposition. Both representations, however,
are equivalent.

D. Extending to higher ways

As we said before, we can have tensors with more than
3 ways/modes. For instance, if we had a 4-way tensor, then
we would need to introduce a fourth vector d on the outer
product, and hence, the PARAFAC decomposition of tensor
X of dimensions I ⇥ J ⇥K ⇥N would be

X ⇡
FX

f=1

af � bf � cf � df

Furthermore, we would introduce the N ⇥F matrix D whose
columns contain the df vectors.

E. Other Decompositions

Apart from the PARAFAC decomposition, there exist nu-
merous other decompositions; a detailed exposition thereof
may be found in [19].

III. DATA ANALYSIS

TENSORSPLAT is our proposed method for anomaly or
change detection in graphs where more than 2 modes are
available (e.g., we have re-tweet activity between twitter users
over time, or links between pages with context information). In
these cases, a matrix does not suffice to completely describe
the available data; a more sophisticated structure is needed.
Our experiments show that tensors, a generalization of ma-
trices to more dimensions, is a structure worth using when
problems of this kind arise.

TENSORSPLAT is essentially based on the “PARAFAC”
decomposition and a modified version of the Matlab Tensor

Toolbox [4], [6] which accommodates the needs of the ap-
plications we study. Specifically, we do “truncated” tensor
decomposition by thresholding the small values that have
little interest in the context of anomalies. Among the multiple
components of the decomposition, we pick the most interesting
ones, and, in this section, we elaborate on them.

The TENSORSPLAT method has three thrusts:
1) Change detection over time: We detect authors who have

switched research areas, by observing changes in their
publishing behavior.

2) Anomaly detection over time: We spot suspicious be-
haviors in a large set of computer network connections
and in social network interactions.

3) Clustering: We identify clusters of authors with similar
research interests and background who publish paper on
relevant conferences.

The strength of TENSORSPLAT is attributed to its ability
to accomplish the aforementioned tasks while operating on
large amounts of data, which prove prohibitive for eye-balling,
empirical analysis, an approach that would be literally looking
for a needle in a haystack.

In the following lines, we provide a detailed description of
both the data analyzed and the methods used.

A. Data

TABLE II
LIST OF DATASETS

Name Description Dimensions
DBLP-1 (author, paper, conf) 14.5K ⇥ 14.4K ⇥ 20
DBLP-2 (author, conf, year) 418K ⇥ 3.5K ⇥ 49
LBNL (src, dst, port #, time) 65K ⇥ 65K ⇥ 65K ⇥ 3.6K
FACEBOOK (wall, poster, day) 64K ⇥ 64K ⇥ 1.8K

Before we delve into the details of our experimental setup
and results explanation, we will describe the datasets we used
(Table II).

• DBLP-1 [8]: The small DBLP sub-network consists of
14,376 papers, 14,475 authors and 20 conferences in the
areas of Data Mining (DM), Databases (DB), Information



(a) bot-attack-like behavior (port 1079) (b) bot-attack-like behavior (port 1544) timetick 1,61,121,..

(c) burst-of-activity human-like behavior (port 80) (d) human-like activity

Fig. 4. Anomalies on the LBNL network traffic dataset: (a) The connection is established on port 1079 periodically and eventually it becomes persistent.
The first three spikes are nearly evenly spaced, with their time differences being 588, 589, and 525 seconds. (b) Similar bot attack-like behaviour on port
1544 with perfectly evenly spaced spikes of activity, every 60 seconds. (c) An overwhelming burst of traffic on port 80 (HTTP) is concentrated on a confined
time interval, which probably indicates a human browsing a website located on the destination IP address. (d) Bursty, human-like traffic

Retrieval (IR) and Artificial Intelligence (AI). In this
dataset, each paper is connected to the authors and the
venue where it was presented.

• DBLP-2 [8]: The dataset consists of 567,090 papers that
appeared in 3,571 different conferences and were written
by 418,236 authors over the span of 49 years (1959-
2007). The graph from which we extracted the data
consists of links between the papers, the conferences
where they were presented and their authors.

• LBNL [23]: This dataset is comprised of network traffic
measurements, spanning 1 hour, with granularity of sec-
onds. This particular portion of the dataset contains the
source IP address, the destination IP address and the port
number of all the connections initiated within this hour,
along with the timestamp for each connection.

• FACEBOOK [30]: In the FACEBOOK dataset, users are
connected to each other based on their posting activity,
i.e., there is a link from user A to user B if the former
posted on the wall of the latter. The data also includes
the timestamp of the posting event.

B. Change detection over time

As we mention in the Introduction, an interesting application
is discovering ’bridge’-authors, i.e. researchers that gradually
shift from one area to the other. Using the DBLP-1 dataset, we
were able to automatically identify a well known professor as a
specific example of such ’bridge’ author using TENSORSPLAT.
In particular, Figure 3 demonstrates the switch of the author
from purely Database related conferences to venues whose
main focus is Data Mining. In this Figure, we plot the
two columns of matrix C of the PARAFAC decomposition,
which correspond to the temporal profiles of the micro-clusters
derived from the columns of A and B. More specifically, each
column of A will contain ’similar’ authors who jointly publish
to the set of ’similar’ conferences/journals denoted by each
column of B.

C. Anomaly detection over time

LBNL dataset For this dataset, we formed a 4-way tensor
of dimensions 65K ⇥ 65K ⇥ 65K ⇥ 3.6K and applied
TENSORSPLAT. Here we report some of the most interesting
components of the tensor decomposition.



In Figure 4 we present our findings on the LBNL dataset:
Columns of matrix A correspond to the source addresses for
each micro-cluster, columns of B to the destination addresses,
columns of C to the port number of the connections belonging
to the cluster and columns of D to the temporal profile of
each connection cluster. The first subfigure demonstrates a
bot-attack like behavior on port 1079: nearly evenly spaced
intervals of activity; the time intervals between the activity
spikes have durations of 588, 589, and 525 seconds. The
second subfigure, probably our most astounding finding on the
LBNL dataset, is also what appears to be a bot-attack like be-
havior on port 1544, only now, the activity spikes are perfectly
evenly distributed. In particular, each spike occurs precisely
every 1 minute. Finally, the third subfigure demonstrates a
high degree of activity concentration on a small portion of the
dataset’s time span. This connection was established on port 80
which is used for HTTP and is probably caused by a human;
this behavior possibly indicates a person who is browsing a
webpage hosted by a web server located at the destination IP
address.
FACEBOOK dataset As mentioned in table II, we applied
TENSORSPLAT to the graph of ⇠ 64,000 users who are linked
to each other via timestamped wall posts. Again, each column
of A indicates the Wall owners belonging to one group, each
column of B singles out the people who post on the Wall(s) of
the cluster and each column of C shows the temporal activity
of the cluster. The case presented in Fig. 5 is a good example of
novelty detection. We observe that three different people post
to the wall of a user on a specific date. This newly discovered
behavior may be indicator of a special event (e.g., birthday,
job offer, graduation, marriage) of the wall owner.

Fig. 5. Birthday-like event: In this plot we illustrate the three vectors of a
rank-one triplet, produced by the PARAFAC decomposition. More specifically,
we call this emerging pattern ’Birthday-like event’, because many people
(plot/vector 2) are posting on a specific person’s wall (plot/vector 1) on a
single date (plot/vector 3). This behavior possibly suggests that there is a
special event relevant to the wall owner, for example their birthday or some
other type of celebration (e.g. job offer, graduation, marriage etc)

D. Clustering

TABLE III
AUTHORS CLUSTERED BY CONFERENCE

Authors Conferences
Bing Liu, Jure Leskovec, Christos Faloutsos, KDD
Hanghang Tong, Wynne Hsu
Andrew W. Moore, John Shawe-Taylor, ICML
Nello Cristianini, Michael I. Jordan
Michael J. Carey, H. V. Jagadish, Rakesh Agrawal,
Divesh Srivastava, Christos Faloutsos VLDB
Jeffrey F. Naughton, David J. DeWitt, SIGMOD
Nancy E. Hal
Vincent Conitzer, Tuomas Sandholm, AAAI
Andrew Gilpin

Another interesting application of TENSORSPLAT is the
detection of clusters. Specifically, the tensor decomposition
gives us nice insights about groups of entities having common
one or more of the tensor dimensions. For instance, we
may get groups of authors because they publish at the same
conferences, at the same time (in this case we identify groups
of people who share common research interests), or Like in
the motivating example used in the presentation of tensor
decomposition, columns of A and B denote groups of co-
authors who are similar in the sense that they publish to
(similar) venues, highlighted by the columns of C. In Table
III we observe some clusters of authors who usually publish
to the same conferences. Notice that, in some cases, there
is advisor-advisee relationship between the authors that are
clustered together.

IV. RELATED WORK

Anomaly Detection Anomaly detection (or outlier detection,
or microcluster detection) involves algorithms that try to spot
various types of “strange” behaviors, which deviate “much”
from the normal, expected behavior. In general, the problem
is not well defined and the anomalousness of an entity heavily
depends on the application that is of interest (e.g., malware
detection, fraud detection, network intrusion, biological data,
image processing etc). Despite the fact that there is no clear
definition for anomalies, the anomaly detection consists an
important research direction in multitudinous fields. Chandola
et al. have written two nice surveys on anomaly detection;
the first one [11] refers to the different types of anomalies
encountered in different applications, while the second one
[12] focuses on outliers in discrete sequences. In a nutshell,
the methods that have been used to spot anomalies are classifi-
cation or clustering-based, statistical, information theoretic or
spectral. In the current paper, we focus on a clustering method
which accommodates the multiple features (dimensions) of our
data.
Tensor Software Matlab provides two high quality toolboxes:
(a) the Tensor Toolbox [4], [6], which supports operations
on sparse tensors, and (b) the N-Way Toolbox [3], which
specializes in dense tensors.



Tensor Applications Tensors are very powerful tools for the
analysis of the continuously increasing (multi-dimensional)
data that becomes available, and thus they are rather popular
in the data mining field. Among the most successful appli-
cations of tensors is the incorporation of textual and topical
information in the well known link analysis algorithm HITS
[18], as well as the social network analysis of the ENRON
dataset in [5]. Other interesting applications of tensors include
identification of epileptic seizures [1], improvements of the
web search by including information about the clicks [28],
network analysis and visualization by a sampling-based ten-
sor decomposition (Tucker3) [27], cross-language information
retrieval [14], analysis of large heterogeneous networks [21],
as well as image analysis [29]. The applications of tensors are
not restricted only in the data mining area; Chemometrics [10]
and Signal Processing [26] are only two of the many areas that
have successfully used tensors.

V. CONCLUSIONS

In this paper, we propose TENSORSPLAT, a tensor-based
approach for spotting anomalies in graphs. Our method is
applicable to a diverse setting of data, highly interpretable
(as opposed to other tensor decompositions, e.g. Tucker3),
and readily extensible to analysis of multi-way tensors. We
demonstrate the practicality of TENSORSPLAT by providing
success stories of anomaly and novelty detection, as well as
soft clustering of high dimensional data; TENSORSPLAT spots:
(i) “bridge” authors, i.e., authors that are publishing in multiple
areas, and more ambitiously, authors that changed research
area over the time in the large-scale DBLP network, (ii)
clusters of authors that often publish together or are connected
via advisor-advisee relationship, and (iii) malicious attacks in
a large computer network.

So far, our approach requires human intervention at the
end, so that the most interesting components of the decom-
position are chosen. As future work, we intend to extend
the above framework, so that it automatically detects inter-
esting/anomalous patterns without the need for a human to
single them out.
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