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A study plan is the choice of concepts and the organization and sequencing of the concepts to be covered
in an educational course. While a good study plan is essential for the success of any course offering, the
design of study plans currently remains largely a manual task. We present a novel data-driven method,
which given a list of concepts can automatically propose candidate plans to cover all the concepts. Our
method uses Wikipedia as an external source of knowledge to both identify which concepts should be
studied together and how students should move from one group of concepts to another. For our exper-
imental validation, we synthesize study plan for a course defined by a list of concept names from high
school physics. Our user study with domain experts finds that our method is able to produce a study plan
of high quality.

1. INTRODUCTION

Education is a key determinant of economic growth and prosperity (Hanushek and Woessmann,
2007; World-Bank, 1999). While the issues in devising a high-quality educational system are
multi-faceted and complex, education theorists and practitioners universally recognize the im-
portance of well-designed courses for successful outcomes (Coates, 2010; McNeil, 2014). Sev-
eral factors go into designing an effective course (Davis, 2009; Fink, 2013). It starts with a
clear articulation of learning objectives in terms of the knowledge and skills the students are
expected to acquire from the course, which helps organize the course content and determine ap-
propriate assessments and instructional strategies. The course needs to be student-centered and
should incorporate prior knowledge and experience students bring to the course. It should also
incorporate situational constraints such as the number of class meetings and the technologies
available for covering the course material. Finally, the course must have a sound study plan.
The study plan for a course refers to the choice of concepts to be taught and their organization
and sequencing.

The course design currently is largely an art and there is a lack of automated tools to assist
teachers design a course (Graves, 1996). We initiate in this paper an effort to bring computational
perspective to the problem of course design. Needless to say, attempting to solve a problem of
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Figure 1: A set of concepts and three study plans

this magnitude in one fell swoop will be too audacious a goal. We, therefore, tackle here an
important, hard subproblem - that of automating the task of designing a study plan for a course.
In order to appreciate the complexity of the problem, think of a teacher who is planning to
introduce a new course. Having decided the set of concepts she would like to teach in the course,
she would then need to decide the subset of concepts she should cover together because of inter-
dependencies between them. Next, she would need to decide the order in which these concepts
should be taught. Each of these problems is hard because of the combinatorics involved. Con-
sider, for example, the set of concepts shown in Fig. 1. The figure also shows three different
study plans. Within a study plan, we have vertically stacked the set of concepts that a teacher
might decide to teach together. The first study plan starts by focusing on various concepts per-
taining to motion (Displacement, Speed, and Acceleration), without describing how
they are related to a concept like Force. The second plan, on the other hand, introduces the
relationship between Mass, Force, and Acceleration as soon as possible. Both are vi-
able plans, although what concepts get taught together and the order in which they are taught is
different. The third plan is problematic though because the concept of Acceleration builds
upon Speed and should not be studied before Speed. In general, manual design of study plans
has led to some concepts being presented before all the prerequisites have been covered (Vuong
et al., 2011) or some non-essential concepts being introduced too soon (Ohland et al., 2004).
We propose a data-driven approach to algorithmically synthesize study plan for a course
offering that the teachers can adapt to suit their style and preferences. Although there might
be many possible study plans for a given set of concepts, we define the common characteristics
that make a good study plan and use them for deriving the plans. These characteristics have
been abstracted from the properties of good educational material discussed extensively in the
education literature (Gray and Leary, 1935; Paas et al., 2003; Pollock et al., 2002; Witte and
Faigley, 1981). The input to our system, referred henceforth as Socrates, is the names of the
concepts that the teacher intends to cover in the proposed course. These names are the identifiers
for the material that teaches the corresponding concepts. The teacher may also specify if two
concepts are related. If this information is not provided, Socrates can mine the relationships
using Wikipedia and machine learning. The set of concepts together with relationships between
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them comprise the concept graph for the course. From its input, Socrates first identifies the
“learning units” for the course. A learning unit is a set of related concepts that should be studied
together. Socrates then outputs one or more study plans, each of which is a total order over the
learning units. Learning units are ordered to respect the prerequisite relationships as much as
possible (Gagne and Briggs, 1974; Scheines et al., 2014; Vuong et al., 2011). Their ordering also
strives to preserve the locality of reference. That is, if a learning unit builds upon the concepts
discussed in another learning unit, then this unit is arranged to appear as soon as possible after
the other unit in order to avoid students having to recall concepts covered way back in the study
plan.

For testing the viability of our approach, we applied Socrates end-to-end to a set of publicly
available concept phrases, and generated the study plan for a course intending to teach these
concepts. The study plan was generated completely automatically, without any manual inter-
vention or guidance. It is incidental that our input consisted of a list of physics phrases; Socrates
did not make any explicit use of the subject information. We validated the quality of our syn-
thesized study plan through a user study in which we asked ten knowledgeable judges to assess
its quality. The judges uniformly found the study plan to be of high quality, and definitely worth
using as a strong starting point.

Our methodology is general and does not have domain or subject dependency. An assump-
tion underlying approach is that the set of input concepts represents a cohesive body of knowl-
edge. Another assumption is that if the user has not specified dependency relationship between
the input concepts, then there are sufficiently many Wikipedia articles on the concepts that the
course intends to cover. These articles are used to infer prerequisite structure between the input
concepts.

1.1. PAPER LAYOUT

The paper is structured as follows. We start with a discussion of related work in §2.. In §3.1., we
provide certain axioms that a good study plan should comply with and then use them to formally
define our problem in §3.2.. We present the techniques underlying Socrates in §3.3..

In §4., we present the results of applying Socrates to a list of concepts representing a physics
course for which a study plan needs to be synthesized. We present the user study with domain
experts to evaluate the quality of the study plan produced in §5.. We conclude with a summary
and directions for future work in §6..

2. RELATED WORK

To the best of our knowledge, we are the first to study the problem of automatic synthesis of
study plans. However, many of the subproblems that our system needs to solve have been
studied in the past. In this section, we describe past work related to ours at the overall goal level.
We discuss work related to our subproblems later in the paper along with the description of our
system.

Concept maps are graphical tools developed for modeling and representing a student’s knowl-
edge (Novak and Cafas, 2008). A concept map consists of concept names that are usually en-
closed in circles or boxes, and the relationships between concepts that are indicated by labeled
lines linking two concepts. Concept maps are manually constructed, and depending upon the
elicitation technique the practitioner uses, one can arrive at very different maps (Ruiz-Primo and
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Shavelson, 1996). An analysis of 43 concept maps related to the topics of electricity and mag-
netism has been presented in (Nousiainen and Koponen, 2010). The maps used in this analysis
were collaboratively developed by students and teachers, but the final maps differed because
of the differences in their understanding of the subject matter. This study illustrates how ex-
pert opinions can diverge dramatically and different experts can provide different plans for the
same course (Nathan and Koedinger, 2000). It also brings home the point that asking experts
to provide study plans can get prohibitively costly in time and effort (Scheines et al., 2014).
Interestingly, this analysis also shows that contrary to the common belief that the concept maps
in physics are hierarchical, clustering and cyclicity are equally important features.

The knowledge structure, proposed in (Falmagne and Doignon, 2011), encodes a body of
information as a domain (the set of all elementary items of information), together with states of
knowledge (all items mastered by some individual at some point of time), arranged in a lattice.
A learning space is a special type of knowledge structure in which a student can move from
one knowledge state to another by learning just one additional item. A computational procedure
is provided in (Doignon, 2014) for creating learning spaces, but it is effective only for a small
number of items and requires access to very many test results.

Related to learning spaces is the idea of structuring information using formal concept anal-
ysis (Ganter et al., 2005). The focus of work in (Desmarais et al., 1995) is on assessing a
student’s knowledge state, either through monitoring a student’s behavior or through selective
questioning, but not in uncovering the domain’s knowledge structure. There is also recent work
on estimating prerequisites in the presence of noisy data, again using test results (Brunskill,
2011). Finally, the work in (Hsieh and Wang, 2010) uses concept hierarchy to compute mutual
relationships among a set of documents to decide a suitable path for navigating through them.

In contrast, we start with a set of concept names that represent in the mind of the teacher
the course content she wants to teach. Given the non-availability of student observational data
in this setting, we mine the Web to learn the prerequisite relationships between the concepts.
We note that much of the existing work on inferring prerequisite relationships makes use of the
data on differential student performance on tests and exercises or data on student interactions
with educational material and tutoring platforms (e.g. (Chang et al., 2014; Pavlik et al., 2008;
Scheines et al., 2014; Vuong et al., 2011)). Our concept graph, thus formed, can be viewed as
a special form of concept map that includes constraints on the admissible learning paths for the
course. The structure of our study plans is quite different from a learning space. Our students
do not move from mastering one concept to next. Rather, we cluster closely-related concepts
into learning units and the students advance from studying a learning unit to another, albeit we
do also provide how the teacher can organize a learning unit.

3. MODELS AND ALGORITHMS

3.1. AXIOMS

We endeavour to define the common characteristics of good study plans. To do so, we first
introduce the notion of learning units, the building blocks of the study plans.

3.1.1. Learning units

A learning unit can be thought of as a group of concepts that are closely related, and thus, they
should be discussed and covered together. A well-designed study plan aims to organize the set
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of concepts in a course into cohesive learning units such that they are independent from each

other to the extent possible. More precisely, a proper grouping of concepts into learning units

follows the following axioms:

e Cohesion: Each learning unit must consist of concepts that are closely related. For instance,
concepts like Speed and Displacement are tightly connected while concepts like Speed
and Magnet are not.

e Isolation: Concepts that belong to different learning units must be independent as much as
possible.

e Unity: It is inevitable that a single concept may appear in multiple learning units. For
instance, a fundamental concept such as Force is related to both Acceleration and
Electromagnetic force and may belong to both a learning unit on “Basic Law’s of
Motion” and a learning unit on “Electromagnetism”. However, it is still desirable to discuss
each concept in a single unit to the extent possible.

These axioms have been abstracted from the properties of good educational material, dis-
cussed extensively in the education literature (Gray and Leary, 1935; Paas et al., 2003; Pollock

et al., 2002; Witte and Faigley, 1981).

3.1.2. Ordering learning units

Once a desirable set of learning units is identified, a study plan can be formed by ordering these

learning units. One can consider two main criteria for defining a good order:

e Difficulty: This criterion aims to order the learning units based on their level of difficulty. The
idea is that students should start with easier concepts and progress to more and more complex
concepts (Falmagne and Doignon, 2011; Fink, 2013; Wauters et al., 2011).

e Prerequisites: An alternative approach to ordering learning units is to make sure that the
concepts that are prerequisites for other concepts appear earlier in the study plan (Gagne and
Briggs, 1974; Scheines et al., 2014; Vuong et al., 2011).

We mainly focus on the prerequisites criteria since the difficulty levels of concepts are sub-
jective, while there is little disagreement over respecting the prerequisite relationships. We
further refine the prerequisites criteria using the following axioms:

e Prerequisite compliance: Learning units must be ordered to respect the prerequisite relation-
ships as much as possible.

e Locality of references: If learning unit B builds upon the concepts discussed in learning unit
A, then B should be ordered to appear soon after A. Otherwise, students will need to recall
concepts that were covered way back in the study plan, increasing comprehension burden.

3.2. PROBLEM DEFINITION

Based on the axioms just stated, we can define our problem in a graph-theoretic setting. Our
problem definition postulates as input a Concept Graph, which is described next.

Concept Graph: Consider a directed graph G = (V, E'), where each node represents a concept
name and each directed edge (u, v) represents that concept u is a prerequisite of v. Note that if
two concepts u and v are mutually dependent, then both (u, v) and (v, u) are included in G.
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Electric Charge

Figure 2: A sample concept graph

Figure 2 shows a sample concept graph. In this graph, Electric Charge is a prerequi-
site for Capacitor, whereas Work and Joule are mutually dependent. On the other hand,
Electric Charge and Force are unrelated.

Problem Statement: We can now formally define the problem of creating study plans from a
given concept graph as follows.

Problem (Study Plan Design Problem). Given a concept graph G = (V, E) with n > 0 nodes,
and the number of desired learning units m (m < n), output an ordered vector of learning units
E = <L1,L2,“‘ ,Lm> to

Minimize: f(L)
s.t.Vi: L; CV,L; # ¢,and

We still need to define the objective function f(L) to complete this formulation. For each
node v C V, let us use 7(v) to refer to the index of the first learning unit in which concept v
appears. Using this notation, we define f(£) as follows.

m(u)<m(v)
(u,v)EE

+ Y, (@(w) = w(v) * Cpt

w(u)>m(v)
(u,v)EE

oY)

Explanation: Each term in Eq. 1 penalizes the violation of some of the axioms, and the values
C,, C,, and Cy are simply the costs associated with each type of violation.

The first term measures to what extent the locality of references axiom is violated. More
precisely, if concept u is a prerequisite of v then while studying concept v, students have to
recall a concept that was covered 7(v) — 7m(u) units earlier, and the value C, is the cost of
recalling an earlier concept.
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The second term in Eq. 1 captures the violation of the prerequisite compliance axiom. That
is, when concept v is covered earlier compared to its prerequisite u, a cost C), is associated to the
gap 7(u) —7(v), which represents how long it would take the students to learn about prerequisite
concept u.

Note that the first two terms only focus on how well the learning units are ordered. Unlike
the first two terms, the final term evaluates the quality of the learning units. If two concepts u
and v are placed together in a learning unit without an edge connecting them, then this violates
the cohesion axiom, which is penalized with the cost C;. Note that since the total number of
edges in the graph is constant, optimizing for cohesion would also optimize for the isolation
axiom.

Finally, observe that none of these terms directly optimizes for the unity axiom. But it is clear
that placing a concept in multiple learning units would create more edges between learning units.
Therefore, the violation of the unity axiom is naturally penalized by the first two terms.

3.2.1. Computational complexity

It is easy to show that the problem of minimizing the proposed objective function f(L) is NP-
hard. Assume that the optimal ordering of learning units is ignored, (i.e., when C). and C,, are set
to zero). In this case, the objective function simply counts the number of missing edges in each
partition (see the last term in Eq. 1). Now, if one considers each edge to represent an agreement,
and each missing edge to be a disagreement between its endpoint, then the objective becomes
minimizing the number of disagreements in each partition. This problem is a variation of the
well-known correlation-clustering problem, and it is known to be NP-hard (Bansal et al., 2002).

Furthermore, our problem is closely related to another NP-hard combinatorial problem,
called the Minimum Linear Arrangement Problem (MinLA) (Silvestre, 1998), which we will
discuss in more detail momentarily.

3.3. OUR METHOD

Given a concept graph that captures the prerequisite relationships among the concept, our method
generates a study plan by applying the following three steps: (1) Finding learning units, (2)
Ordering learning units, and (3) Organizing learning units. We discuss in §4. how the con-
cept graphs can be automatically obtained by mining the relationship between concepts in the
Wikipedia webgraph if the concept graph was not available. For now, assume that the concept
graph is provided as part of the input. Next, we provide a detailed description of the three steps
of our method.

3.3.1. Finding learning units

The problem of finding cohesive learning units can be viewed as a community detection prob-
lem, for which many algorithms exist in the literature (Fortunato, 2010). In particular, the al-
gorithm of Reichardt and Bornholdt (Reichardt and Bornholdt, 2006) works quite well for our
task. An efficient implementation of this algorithm, referred to as the Spin-glass algorithm, is
available in the igraph package of the R statistical software.!

The Spin-glass algorithm requires two input parameters. The first parameter is an upper
bound on the number of communities that the algorithm can produce. We tune this parameter by

linside-r.org/packages/cran/igraph/docs/spinglass.community
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looking at the stability of the reported results. Spin-glass is a randomized algorithm which may
return a different set of learning units in each trial. However, if the underlying datasets consists
of well-separated coherent units, the algorithm would consistently report the same units. We
exploit this fact to tune the number of desired learning units. More precisely, we select the largest
number of units for which Spin-glass returns stable results. The second parameter determines
the cost of having missing edges in a cluster, which in our formulation is captured by the cost
parameter C,; (see Equation 1). We have experimentally observed that setting C; = 1.3 yields
the most coherent learning units.

3.3.2. Ordering learning units

This step finds an optimal ordering of the learning units computed in the previous step. The goal
is to arrange the learning units in an ordered vector £, such that it would minimize the objective
function f(£) described in Eq. 1.

Given a particular ordering of learning units £, we call an edge (u, v) a forward edge if the
learning unit that covers concept v is placed after the learning unit containing concept v (i.e., if
m(u) < mw(v)). Similarly, we call an edge (u, v) a backward edge if 7(u) > w(v). Finally, we
define the length of an edge (u,v) to be |7(v) — 7(u)|. Using this notation, it is easy to see that
the objective function f (L) penalizes the length of forward and backward edges by cost C, and
C,, respectively.

Unfortunately, as the following theorem shows, finding an optimal ordering of learning units
is NP-hard.

Theorem 1. For a given concept graph G = (V, E) and a set of learning units { Ly, Lo, - -+ , L, },
the problem of finding an ordering L of the learning units that minimizes f(L) is NP-hard.

Proof. 1f we set the cost of both backward and forward edges to the same value (i.e., if C, = C),),
then this problem becomes an instance of Minimum Linear Arrangement (MinLA) problem that
is known to be NP-hard (Silvestre, 1998). The MinLA problem is the problem of ordering the
nodes of a graph such the total length of the edges in the arrangement is minimized. [

Although finding the optimal ordering is NP-hard, the number of desired learning units in
our application is usually small. Thus, one can exhaustively examine all possible ordering of
learning units to find the optimal solution. We also note that many practical approximation
algorithms for solving the MinLLA problem have been studied in the literature. Especially, the
simulated-annealing technique described in (Silvestre, 1998) can be used to solve our problem.
One only needs to specify the costs C, and C), in the objective function, and apply the same
optimization method.

In practice, we set the cost parameters as follows: C, = 10 and C, = 1. These values
may seem arbitrary, but (a) they clearly emphasize that violating prerequisite relationships is
undesirable, and (b) we experimentally observe that as long as there is a significant gap between
C, and C,, we obtain the same ordering of learning units. In other words, these parameters do
not require fine-tuning as long as C,. > C,,.

3.3.3. Organizing learning units

At this point, our method has created a solution to the study plan design problem. However, our
method tries to further organize the concepts within learning units to provide user with a better
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visualization of the structure of a learning unit. This visualization highlights which concepts
build upon other concepts in the learning unit by arranging concepts into a hierarchy.

For a learning unit L, first form the induced subgraph G ;, defined by the concepts inside L ;.
Now find the strongly connected components? of G; and contract each of them into a single node
to obtain the condensed graph GJC. Note when a group of concepts form a strongly-connected
component, they are all considered to be prerequisites of each other (called sometimes, corequi-
sites). Such concepts should be discussed and studied concurrently.

Next, compute the transitive reduction G]T of Gf in order to remove redundant edges (Aho
et al., 1972). Since G]C is a DAG, GjT will be unique. Finally, apply a topological sort to GjT to
obtain a sequential ordering of the strongly connected components. Clearly, the outcome of the
topological sort may not be unique. Thus, this step may allow additional flexibility in organizing
a learning unit.

Figure 3 shows a sample learning unit for which the strongly-connected components have
been identified and organized sequentially.

Component 1 Component 2

Figure 3: Organizing concepts within a learning unit

4. TEST DRIVING THE METHODOLOGY

In order to field test our methodology, we applied Socrates to a list of concepts representing
a physics course for which a teacher might want to design a study plan. We selected physics
because of interest in the education community in applying computing to this field (Koponen
and Pehkonen, 2010; Nousiainen and Koponen, 2010).

4.1. THE PHYSICS DATASET

CK12.0rg is a non-profit organization, dedicated to promoting public-domain educational con-
tent. At their website?, they maintain subject-wise lists of concepts that a high-school student is
expected to know by the time of graduation.

The list for physics contains 193 concept names. We provide this list as input to Socrates
and ask it to synthesize study plan for a course aimed at teaching these concepts. Note that
“Wikipedia’s Glossary of Physics”, which includes all Wikipedia articles related to physics,

2A strongly connected component of a directed graph is a maximal subgraph where there exist a path between
any pairs of nodes.
3www.cklz.org
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consists of 425 articles. So it is reasonable to have 200 concepts in a high-school level physics
course.

We emphasize that it is incidental that our input is a list of physics phrases - Socrates did not
make any explicit use of this subject information. It only helped when deciding who to recruit
for our user study.

4.2. CREATING THE CONCEPT GRAPH

Note that our dataset contains concept names, but not relationships between them. Here, we dis-
cuss how one can create a concept graph from a given list of concept names by mining Wikipedia
to infer prerequisite relationships. Wikipedia has been used as a knowledge source to infer se-
mantic relatedness in several studies in the past (Medelyan et al., 2009; Ponzetto and Strube,
2007; Suchanek et al., 2008). We describe below how exactly Socrates forms the concept graph,
although it is easy to conceive alternative approaches, including employing techniques from
the education literature based on tests and user navigational over the course content (Brunskill,
2011; Falmagne and Doignon, 2011; Vuong et al., 2011).

The concept graph is formed in two steps: (1) Creating a webgraph, and (2) Correcting the
edges in the webgraph so obtained to yield the concept graph.

4.2.1. Creating a webgraph

We first use web search to map each concept name to a Wikipedia article. More specifically,
we use the concept name as the query, constraining the search results to originate from the
Wikipedia site. We treat the first search result to be the Wikipedia article that best corresponds
to the queried concept. For instance, the top Wikipedia page for concept Vector Additionis
titled “Euclidean Vector” which we consider as the corresponding Wikipedia article for the con-
cept despite the slight mismatch. Once all the Wikipedia articles are found corresponding to all
of the input concepts, we extract the webgraph defined by the retrieved articles. That is a graph
in which nodes are the articles, and each edge (u,v) indicates that article u has a hyperlink to
article v.

In some cases, multiple concept names map to the same Wikipedia article (e.g., both Mot ion
and force and Types of forces are mostly discussed in the Wikipedia article titled
“Force (Physics)”). For our dataset, we end up with 155 Wikipedia articles after this mapping.
When more than one concepts are mapped to the same Wikipedia article, we treat this article as
the representative for all of them. Consequently, when such a node in the webgraph is assigned
to a learning unit, we consider all the associated concepts to be part of that learning unit.

Amongst this set of Wikipedia articles, 16 had no hyperlink to other articles in the set. These
singleton nodes arise due to the following reasons. Firstly, some of the phrases listed on the
CK12 website are too generic and cannot be tied to any of the articles. For instance, ‘“Problem
Solving” is a concept phrase in the CK12 dataset for which a Wikipedia article exists, but it is
easy to see why such an article has no links to any article on a physics concept. Another reason is
that Wikipedia can have multiple articles on a single concept. For instance, concept Force has
a regular Wikipedia page, but there exist another page on Force that aims to disambiguate if
the term “force” is being discussed in the area of physics or politics. Also, one can find another
page on Force which is written in what Wikipedia calls the simple language. Thus, a link from
one article might be missing simply because it is hyperlinked to a different article, which is not
1n our set.
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Figure 4: The CK12 physics webgraph

The singleton nodes are not helpful since the community detection algorithms rely on edges
to classify the nodes. After removing such nodes, we end up with 139 concepts (and 1009 edges
between them), which were then used by Socrates to create the study plan. Table 1 contains
these concepts and Fig. 4 shows the webgraph for them.

4.2.2. Correcting edges

The webgraph obtained above should not be directly used as the concept graph. For instance, the
Wikipedia article on Capacitor has hyperlinks to articles on Joule and Laser. Arguably,
Joule should be considered a prerequisite for studying the concept of Capacitor. So, the
direction of the edge between Capacitor and Joule should be reversed. Similarly, since the
concepts Capacitor and Laser are only remotely related, an edge between them should not
be included in the concept graph.

Despite the differences between the webgraph and the concept graph, we observe that the
edges in the webgraph are a superset of the edges in the concept graph. So, we use a classification
model that tries to identify which edges should remain in the concept graph, and what their
direction should be. Our model uses a set of graphical features (e.g., degree of the node) as
well as features extracted from the Wikipedia article (e.g., the number of languages the article
is available in). A supervised learning approach for inferring dependency relationship between
two Wikipedia pages has also been presented in (Talukdar and Cohen, 2012).

For obtaining the concept graph from the webgraph, we need to classify each edge (u, v) in
the webgraph into one of the following categories:

1. unrelated: Indicates that there is no prerequisite relationship between concepts v and v. In
other words, this edge should not exist in the concept graph.

2. prerequisite: Indicates that concept u is indeed a prerequisite of v. Thus, this edge must be
included in the concept graph.

3. reverse: Indicates that concept v is a prerequisite of u. Thus, the opposite edge (i.e., (v, u))
should be included in the concept graph.

To perform this classification, we define a set of features for every edge in the concept
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Figure 5: The confusion matrix for edge type prediction

graph. The following is a short description of these features and why they are considered to
have predictive power for our classification task:

e In-degree: For each edge (u, v), the in-degree of both endpoints u and v are considered as a
feature. It is more likely for fundamental concepts to have higher in-degrees since many other
concepts build upon them and have to cite them on their Wiki page.

e Out-degree: This can be considered as the opposite of the previous feature. Basically, a node
with a high out-degree is likely to be an advanced concept.

o Number of languages: For each page on Wikipedia, we can find the number of languages
in which the article is available. We have observed that fundamental concepts are usually
available in more languages than advanced concepts.

e Number of categories: Wikipedia also provides a set of categories for each article. For
instance, the article for the concept Velocity belongs to “Motion”, “Kinematics”, “Veloc-
ity”, and “Concept in physics” categories. Intuitively, fundamental concepts belong to fewer
categories.

e Common neighbors: For every edge (u, v), this feature counts the number of neighbors the
nodes u and v have in common. This feature helps the model identify to what extent the two
concepts are related. We also include a normalized version of this feature by computing the
Jaccard similarity between the neighbors of u and v.

e Common categories: For every edge (u, v), this feature counts the number of categories that
the nodes u and v have in common. Similar to the previous case, we also include a normalized
version of this feature by using the Jaccard similarity.

For assessing the effectiveness of these features, we first created a ground-truth dataset by
manually labeling all edges. That is, for each pair of concepts, we decided whether one is a
prerequisite of the other or not. Then we used these features to build a decision-forest classi-
fier (Ho, 1998), and did 10-fold cross validation to measure the accuracy. The learned model
obtained a precision of 0.74 and recall of 0.73. Figure 5 shows the confusion matrix.

Clearly, the classification model is not perfect in predicting the prerequisite relationships.
But there is only one prerequisite edge that is incorrectly classified as a reverse edge and there is
no reverse edge that is incorrectly classified as a prerequisite edge. In other words, the model has
a tendency to over-classify edges as unrelated, and thus some edges will be erroneously missing
from the concept graph. However, for other edges, the model quite accurately predicts which
concept is a prerequisite of the other.
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This implies that in practice, we will end up with an accurate concept graph, but which is
sparser compared to the ideal. Figure 6 shows the ideal and computed graphs. The number of
edges in the webgraph, the ideal concept graph and the computed concept graph are 1009, 324
and 94 respectively.
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Figure 6: The ideal and computed concept graph for the CK12 dataset

Fortunately, using the sparser graph for ordering learning units yields the same result as
ideal. The reason is that normally the number of learning units is small and relatively few
correct prerequisite edges are needed to rigorously order them. For instance, there are only
seven learning units in our dataset. Out of the 94 edges in the computed concept graph, 66 turn
out to be across learning units which is sufficient to provide a rigorous ordering of the seven
learning units.

4.3. STUDY PLAN

We next present the generated study plan. Table 1 shows the seven computed learning units
and their optimal ordering (encoded in the names of the learning units).* Each column of the
table shows all the concepts from the corresponding learning unit in the alphabetical order. We
observe the following:

e Each learning unit mostly covers concepts related to a specific area in Physics. We can as-
sociate the seven learning units created by Socrates with the following areas, respectively:
“Classical mechanics”, “Kinematics”, “Atomic models”, “Thermodynamics”, “Electromag-
netism”, “Light and waves”, and “Theory of relativity”.

e Early units in the order cover concepts from classical physics (e.g., Force and Velocity),
while the units toward the end cover advanced concepts (e.g., diffraction grating
and theory of relativity).

4 The spinglass community detection algorithm we use for creating the learning units is a randomized algorithm,
which implies that multiple runs of the algorithm can create different results. For our dataset, seven was the
maximum number of units that could be created while maintaining the stability of the units across multiple runs.
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Unit 1(20 concepts) Unit 2 (21 concepts) Unit 3 (14 concepts) Unit 4 (18 concepts)
buoyancy acceleration atom calorimetry
euclidean vector angular momentum bohr model change of state
force angular velocity conservation of energy combined gas law
free body diagram centripetal force elastic collision conversion of units
friction circular motion inelastic collision double-slit experiment
impulse displacement kinetic energy energy

inclined plane keplers laws of ... mass versus weight energy conversion
mechanical advantage kinematics momentum fluid pressure
oil-drop experiment moment of inertia nuclear reaction heat engine

physics motion nuclear reactor heat transfer

quark motion graphs and ... potential energy measurement

range of a projectile newtons’ laws of ... radiation metric unit

rolling orbital motion radiocarbon dating pressure

scalar pendulum spring quantum mechanics

scientific method
simple machine

torque

trajectory of a projectile
wheel and axle

projectile motion
rotation around a ...
simple harmonic motion
uniform acceleration
vector addition

specific heat capacity
specific latent heat
temperature
universal gas law

work velocity

weightlessness
Unit 5 (27 concepts) Unit 6 (28 concepts) Unit 7 (11 concepts)
ammeter beat doppler effect
capacitor color general relativity
capacitors in circuits concave lens half-life
electric charge conduction length contraction
electric current curved mirror mathematical physics
electric field diffraction newtons law of univer...

electric power
electrical efficiency
electrical network
electrical resistor
electricity and magnetism
electromagnetic induc...
electromagnetism
electromotive force
electrostatics

history of electric motor
internal resistance
lorentz force

magnet

magnetic field
motor-generator

power

resistors in series

series and parallel cir...
transformer

tube sound

voltage

diffraction grating
double convex lens
electromagnetic radiation
electromagnetic spectrum
laser

lens

light

longitudinal wave
loudness

mechanical wave
mirror

plane mirror

reflection

refraction

sound

standing wave

total internal reflection
transverse wave

wave

wave equation

wave interference
wave speed

rc time constant
special relativity
speed of light
theory of relativity
time dilation

Table 1: The study plan synthesized by Socrates for the CK12 physics dataset. Each column
of the table corresponds to one learning unit and lists the included concepts in the alphabetical
order. The ordering of the learning units is encoded in their names. Thus, Unit 1 needs to be
studied first and Unit 7 last.

e The learning units are largely cohesive, though they each contain few concepts that are out of
place (e.g., Unit 1 includes 011 drop experiment that could fit better in Unit 5 related
to electricity). Some units (e.g., Unit 7) are more cohesive than others.
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@ O ® ID Concepts | ID  Concepts

1 weightlessness 11 simple harmonic motion
@ @ 2 projectile motion 12 acceleration
3 motion 13 centripetal force
4 moment of inertia 14 newton’s laws of motion
@ @ @ 5 vector addition 15  kepler’s laws of ...
displacement 16  orbital motion
velocity 17  motion graphs
@ @ @ 6 angular velocity 18  uniform acceleration
7 angular momentum | 19  circular motion
8 rotation around a ...
9 kinematics
10 pendulum

Table 2: Mapping between node numbers in
Figure 7: Structure of Unit 2 Fig. 7 and the set of corresponding concepts

e The learning units are not balanced in number of concepts they contain. This outcome is not
surprising as we did not include such a balance in our objective.

Overall, we were pleasantly surprised by the quality of the study plan, particularly since the
only input given to Socrates was a list of phrases and the rest of the process was completely
automated. We validate these observations through a user study later in the paper.

4.4. ORGANIZATION WITHIN LEARNING UNITS

Recall Socrates also provides the organization of concepts within a learning unit. Figure 7 shows
the structure for Unit 2. We selected Unit 2 for this illustration because this unit has the richest
interconnection between the concepts.

Every node in the figure corresponds to a strongly connected component (SCC) in the con-
cept graph of Unit 2. Table 4.3. shows which concepts are associated with each of the nodes.
Most SCCs have one concept, except SCC 5, which has three concepts. SCCs 1 and 2 have no
prerequisite relationship with each other or any other SCC in Unit 2. This can happen because
the edges in the concept graph are a subset of edges in the webgraph.

We see that SCCs 3, 4, and 5 at the top correspond to basic concepts such as Motion,
Moment of inertia, Displacement, Velocity, and Vector Addition. On the
other hand, the SCCs at the bottom of the hierarchy correspond to concepts concerning advanced
forms of motion, namely Circular motion, Orbital motion, and Kepler’s law
of planetary motion.

While the suggested ordering for most concepts appears reasonable, there are few con-
cepts for which the ordering can be debated. For instance, consider SCC 9 which is about
Kinematics. This term describes the area that is being studied in this learning unit. Thus,
it might make sense to move this concept to the beginning of this unit. On the other hand, it is
expected to see Kinematics appearing after Mot ion in the middle of the ordering as most
people would agree that one should know what Mot ion is before the person can learn about
Kinematics.
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5. USER STUDY

To quantify the quality of the study plan produced by Socrates, we first considered comparing
the plan against an existing plan. Unfortunately, there is no standard plan to compare against
- different education systems follow different plans. The CK12 website also did not provide a
study plan and translating textbooks back to study plans is a non-trivial, open problem.

We, therefore, set up a user study. The goal of the study is twofold: 1) evaluate the cohesion
of each learning unit, and 2) evaluate the ordering of the units.

5.1. STUDY PARTICIPANTS

We recruited ten volunteers to participate in our study. Our pool of volunteers has a mix of
degree of specialization in physics, ranging from high school/college education to Ph.D. level
education to professional experience teaching physics.

One in our pool is a high school physics teacher (group 1), one is a physics graduate student
(group 2), two are computer science graduate students with physics major and minor respec-
tively in their undergraduate studies (group 3), two are mechanical engineering graduate stu-
dents (group 4), and four have a purely computer science background (three graduate students
and one professor) (group 5). None of the authors provided judgments.

5.2. SURVEY DESIGN
We asked the following two questions on the study plan given in Table 1:

Q1: Please count the number of odd concepts that you feel do not belong to a particular unit. If
all concepts in a unit look related, please answer 0.

Q2: We have given you a specific ordering of the units. Would you change anything in the
ordering? If so, please write the new ordering using the numbers that we have already assigned
to the units (e.g. if units 1 and 2 should be swapped, the new ordering would be 2,1, 3,4, 5,6, 7).
If you would not change the ordering, please respond with "No”.

After some initial testing, we determined that these questions were a good compromise be-
tween the required time to complete the survey and the amount of information they provide with
respect to the effectiveness of our techniques.

5.3. QUALITY OF JUDGMENTS

It is important to have an idea of the inter-judge agreement in a survey like ours. We present
the result of our analysis with respect to the responses to Q1. An appropriate way of analyzing
the agreement is by using Krippendorff’s « statistical measure (Krippendorft, 1970), which is
applicable to the current scenario of judges assigning a value to a specific variable.

The overall agreement measured by Krippendorff’s « for our ten judges turns out to be
0.29. This indicates that there is fair but imperfect agreement. When we look at the agreement
of judges within the same background group, the agreement between judges with computer
science background (group 5) and judges with mechanical engineering background (group 4)
i1s 0.25 and 0.22 respectively. However, the agreement between judges of group 3 (computer
science graduate students with major and minor in physics) is higher and has a value of 0.53,
and the agreement between judges of groups 4 and 5 (who have professional specialization in
physics) is 0.49.
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In addition to agreement between judges, it is also important to identify potentially harsh
and lenient judges. We, therefore, conduct an analysis of variance (ANOVA) for the ratings of
each judge. The box-plot of Fig. 8 shows the results. We see that the ratings provided by the
judges do not differ significantly from each other and we cannot statistically pull apart different
judges in terms of harshness. There are, however, harsh outliers such as seven odd concepts for
Unit 3 as given by a particular judge.

5.4. RESULTS FOR Q1

Table 3 summarizes the results of the survey for the first question. More specifically, it shows
the minimum, maximum, mean, and the median of values that our participants reported as the
number of odd concepts in each learning unit.

Table 3: Survey results for Q1 (number of odd concepts)

Min Max Median Mean # Concepts

Unit1 1 6 3.0 34 20
Unit2 O 3 1.0 1.1 20
Unit3 1 7 3.5 3.7 14
Unit4 0 5 2.0 1.8 18
Unit5 O 4 1.0 1.0 26
Unit6 0 3 0.5 0.9 28
Unit7 O 5 1.0 1.4 11

In general, we observe that for the majority of learning units, the number of odd concepts is
very low, demonstrating good cohesion in the units. Moreover, one of the participants (in group
5) found six odd concepts in Unit 1, and another (in group 4) found seven odd concepts in Unit
3, raising the respective averages rather disproportionately. With respect to Unit 1, the judge
who found six odd concepts commented that he was not sure of the main subject of the unit, and
trying to guess it, he came up with this rating. Looking at Unit 1, we see that there exist some
quite general concepts such as physics and euclidean vector that understandably can
distract the focus. We drill down further into Unit 3 in §5.6..

Overall, all judges expressed their high appreciation of the cohesion of the learning units, es-
pecially when informed that these learning units were produced algorithmically without manual
intervention.

5.5. RESULTS FOR Q2

With respect to the ordering of the learning units, Socrates proves to be quite robust. In par-
ticular, all but two of the participants were satisfied with the given ordering. One participant
that belongs to group 3 (computer science graduate student with physics undergraduate major)
and one that belongs to group 2 (physics graduate student), suggested orderings 1,2,6,5, 3,4, 7
and 1,2, 3,4,6,5,7. The common thread between the two suggestions is that Unit 6 should be
placed before Unit 5. It is important to note though, as also observed by one of them, these
ordering variations are biased by the particular order in which the judges were first taught these
concepts/units.
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Figure 8: ANOVA results per judge. In the box-plot, the central mark is the median, the edges
of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points
not considered outliers, and outliers are plotted individually (per Matlab documentation)

5.6. COMMENTS BY PARTICIPANTS

Apart from questions Q1 and Q2, the two judges of group 3 voluntarily gave us detailed com-
ments on the structure of the learning units, and in particular regarding Unit 3. Both, indepen-
dently, observed that Unit 3 contains two fairly cohesive units and should be separated into two
units: one on energy and the other on nuclear/particle physics. This phenomenon of cohesive
units within the generated learning units is possibly an artifact of the small number of units.
Our automatically generated study plans are intended to provide powerful starting points
that the teachers can improve and adapt to suit their style and preferences. Socrates’ usefulness
in that respect is also affirmed by our user study: anecdotally, judge #10 who is a high school
physics teacher was very satisfied by the resulting units and described them as “very clever”.

6. DISCUSSION AND FUTURE WORK

Our major contributions in this work are as follows:

e We introduced the problem of algorithmically synthesizing study plan for an educational
course offering from the sole input of concept phrases representing the course content. Given
the paucity of automated tools to provide assistance to teachers in course planning and the
likely rapid increase in new course offerings in the emerging education milieu (Coates, 2010),
this problem has large societal significance.

e We provided a novel, yet pragmatic, solution to the problem. In the course of developing
this solution, we abstracted and rigorously defined the problem of study plan synthesis as a
combinatorial optimization problem and studied its complexity. This problem definition is
likely to be of independent interest to data mining researchers and practitioners. Under mild
assumptions, our solution methodology is quite general and does not have domain or subject
dependency.
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e We tested our solution using a set of publicly available concept phrases, and generating a study
plan for a course intending to teach these concepts. The study plan was generated completely
automatically, without any manual intervention or guidance. It is incidental that our input
consisted of a list of physics phrases; our system did not make any explicit use of the subject
information. It only helped when recruiting the experts for our user study.

e We validated the quality of our synthesized study plan through a user study in which we asked
ten knowledgeable judges to assess its quality. The judges uniformly found the study plan to
be of high quality, and definitely worth using as a strong starting point.

e The axioms underlying our definition of a good study plan have been abstracted from the
properties of good education material discussed in the educational literature. This paper thus
serves as a bridge between the education sciences and data mining.

e In the course of this study, we created datasets (list of concept phrases, concept graph) that
the educational data mining researchers might use in their own work. These datasets can be
useful more broadly for algorithm researchers (¢f. “Choosing a particular class of graphs to
serve as benchmark for the MinLLA problem is difficult because no real large instances for this
problem exist” (Silvestre, 1998)). Finally, our results can also provide a baseline for future
research in algorithmic course design.

While this study does demonstrate the feasibility and promise of applying data mining to the
important problem of education course design, much more experimental validation is required
for baking our techniques before deploying them in the wild. Randomized control trial is often
deemed the gold standard for impact evaluation (Glennerster and Takavarasha, 2013). However,
we need to overcome some serious challenges like the ones pointed out in (Agrawal et al., 2014)
before applying randomized control trials to the task of determining the effectiveness of study
plans generated by our techniques. We also need to confirm that our techniques are equally
effective for non-physical-science courses.

We envision three major future technical directions. First, we would like to incorporate user
modeling into our framework. This extension will allow students to create plans to suit their
background, level of preparedness, and interest, and thus pave path to personalized education.
Second, we would like to investigate how we can use human inputs, both explicit and implicit, to
enrich our solution while still respecting privacy. Finally, we will like to tackle more problems
related to course design beyond the problem of designing study plans.
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