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ABSTRACT
Online news articles encompass a variety of modalities such as
text and images. How can we learn a representation that incor-
porates information from all those modalities in a compact and
interpretable manner? In this paper, we propose CITEM (Compact
Interpretable Tensor graph multi-modal news EMbedding), a ten-
sor based framework for compact and interpretable multi-modal
news representations. CITEM generates a tensor graph consisting
of a news similarity graph for each modality and employs a tensor
decomposition to produce compact and interpretable embeddings,
each dimension ofwhich is a heterogeneous co-cluster of news arti-
cles and corresponding modalities. We extensively validate CITEM
compared to baselines on two news classification tasks: misinfor-
mation news detection and news categorization. The experimen-
tal results show that CITEM performs within the same range of
AUC as state-of-the-art baselineswhile producing 7× to 10.5×more
compact embeddings. In addition, each embedding dimension of
CITEM is interpretable, representing a latent co-cluster of articles.
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1 INTRODUCTION
Online news articles contain a variety of modalities such as text,
image, and video, that are useful for representing the core content
of the news. News representations aim to understand themain con-
tents of news expressed as a real-valued vector and have played a
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fundamental role in solving a variety of news tasks such as fake/click-
bait news classification [1, 3, 20] and news recommendation [11,
19, 20]. With advancements in natural language processing (NLP)
techniques, most existing approaches have focused on accurately
understanding textual information fromnews titles and bodies that
contain concise and detailed information of key content [11, 19].
Recently, leveragingmultiplemodalities to represent news has been
actively studied with the success of multi-modal learning such as
CLIP [14]. Many studies have developed multimodal news repre-
sentations with various types of information such as category, im-
ages, and knowledge graph, in addition to text, to enhance news
representations [20].

Albeit very powerful and well-performing in a variety of down-
stream tasks, those state-of-the-art representations are usually high-
dimensional with each dimension being disconnected from any
semantically meaningful information that can help a practitioner
understand, for instance, what features contribute to classifying a
particular news article as “clickbait”.

In this work, we propose CITEM (Compact Interpretable Tensor
graphmulti-modal newsEMbedding), a tensor-based ensemble news
representation that bridges the above gap by computing compact
embeddings for news articles which effectively combine the in-
formation contained in individual modalities, while maintaining
clustering-based interpretations for each of the new embedding
dimensions, allowing for feature inspection and analysis in down-
stream tasks (as shown in Fig. 1). The source code and datasets are
available at https://github.com/dawonahn/CITEM.
2 PRELIMINARIES & RELATEDWORK
We introduce preliminaries including tensor decomposition and re-
view literatures related to news embedding models.
Tensors are defined as multi-dimensional arrays that generalize
one-dimensional arrays (or vectors) and two-dimensional arrays
(or matrices) to higher dimensions. The dimension of a tensor is
referred to as its order or mode; the length of each mode is called
“dimensionality”. We use boldface Euler script letters (e.g., X) to
denote tensors, boldface capitals (e.g., A) to denote matrices, and
boldface lower cases (e.g., a) to denote vectors. We denote the 𝑖-th
row vector as a𝑖,: and 𝑖-th column vector as a𝑖 .
Tensor Decomposition is a popular tensor mining tool to dis-
cover underlying low-dimensional patterns in the tensor. We focus
onCANDECOMP/PARAFAC (CP) decompositionmodel [2], one of
the most famous models, which decomposes a tensor into a sum
of rank-one components [7]. We choose the CP decomposition be-
cause of its interpretability and simplicity, which makes it easy to
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Figure 1: Illustration of main ideas of CITEM. We extract multiple textual and visual features from news via various pre-trained
models. We convert each feature space into a graph and stack them into a tensor. With non-negative symmetric CPD, we
decompose the given tensor to obtain compact, interpretable embeddings where each dimension is interpretable with regard
to each modality and news relations.

Table 1: AUC comparison of utilizing multiple pre-trained
models. To represent each modality, using multiple pre-
trained models are more effective than using a single model.

Dataset LLM LVM AUC

Seekr
CLIP CLIP 0.730
CLIP, SBERT CLIP, ResNet 0.732
CLIP, SBERT, BART CLIP, ResNet, ViT 0.772

News Category
CLIP CLIP 0.871
CLIP, SBERT CLIP, ResNet 0.955
CLIP, SBERT, BART CLIP, ResNet, ViT 0.968

analyze the low-dimensional patterns. Given a third-order tensor
X ∈ R𝐼×𝐽 ×𝐾 and a rank 𝑅, CP decomposition approximates X to
find factor matrices {A ∈ R𝐼×𝑅,B ∈ R𝐽 ×𝑅,C ∈ R𝐾×𝑅} that mini-
mize: minA,B,C | |X − X̃| | where X̃ = JA,B,CK = ∑𝑅

𝑟=1 a𝑟 ◦ b𝑟 ◦
c𝑟 . Note that ◦ represents an outer product and a𝑟 ∈ R𝐼 is a 𝑟 th
column factor of A (similarly for b𝑟 and c𝑟 ). Each row of factor
matrices indicates a representation of an entity of each mode. For
example, a𝑖,: is a representation of 𝑖-th element of the first mode.
The 𝑟 th rank-one component (e.g., a𝑟 ◦ b𝑟 ◦ c𝑟 ) corresponds to the
𝑟 th latent co-cluster which groups modes that share similar rela-
tionships with each other. With this interpretable property of CP
decomposition, we are able to describe each dimension of the rep-
resentation by identifying latent clusters while other news embed-
ding models are not interpretable due to their high dimensionality
and semantically irrelevant dimensions.

3 PROPOSED METHOD
We propose CITEM (Compact Interpretable Tensor graph multi-
modal news EMbedding) which 1) expresses multi-modal informa-
tion of news, 2) explains each dimension of the news embedding
with latent clusters of news, as illustrated in Fig. 1.

We describe how we fuse embeddings—each corresponding to
different news modalities from multiple pre-trained models—into
a single compact and interpretable embedding. We first extract the
title and the top image from each of the 𝑁 news articles. We then
compute multiple text (title) and image (top image) embeddings
from each article using different types of language and vision mod-
els, which allow for more accurate and discriminative news article

representations, as shown in Table 1. More specifically, each news
article can be represented as text feature vectorsU(ℓ) = {u(ℓ)

𝑛 }𝑁𝑛=1
produced by the ℓth language model for 1 ≤ ℓ ≤ 𝐿 and image fea-
ture vectors V(𝑣) = {v(𝑣)𝑛 }𝑁𝑛=1 produced by the 𝑣th vision model
for 1 ≤ 𝑣 ≤ 𝑉 . However, these text and image feature vectors are
embedded in different feature spaces since different pre-trained
models have been trained with different data and learning meth-
ods and may have different embedding sizes.

This raises a question: how can we represent each representation
in the same space without losing the rich information obtained from
pre-trained models? The common intermediate representation we
choose is a similarity graph, where nodes represent news articles
and edge weights are similarities between the news representa-
tions produced by each embedding model. We then calculate the
pairwise cosine similarity between each normalized embedding
vector to produce similarity graphs X(ℓ)

𝑢 = U(ℓ)U(ℓ)⊺ and X
(𝑣)
𝑣 =

V(𝑣)V(𝑣)⊺ . Next, we stack all graphs and build a multi-modal ten-
sor graphX ∈ R𝑁×𝑁×𝐾 where𝐾 = 𝐿+𝑉 . Extensive priorwork [12]
has demonstrated that tensor analysis in such multi-graphs, where
there is an expectation of overlapping (but not entirely identical)
structure across different graphs, can yield expressive representa-
tions where each latent factor corresponds to a co-cluster of news
articles and different modalities [13].

The multi-modal tensor graph we form is symmetric with re-
spect to the first and the second modes and is non-negative. As
such, we impose two constraints on the CP decomposition: 1) symmetry—
the first and the second factor matrix are identical, and 2) non-
negativity—all factor matrices are non-negative. The above con-
straints result in a non-negative symmetric CP decomposition (NS-
CPD), which allows us to generate compact and interpretablemulti-
modal news embeddings given a multi-modal tensor graph. Given
a third-ordermulti-modal tensor graphX ∈ R𝑁×𝑁×𝐾 and a rank𝑅,
theNS-CPD approximatesX to find factormatrices {A ∈ R𝑁×𝑅

+ ,C ∈
R𝐾×𝑅+ } that solves:

min
A,C

| |X − X̃| | where X̃ = JA,A,CK = 𝑅∑
𝑟=1

a𝑟 ◦ a𝑟 ◦ c𝑟 . (1)

The 𝑛th row vector of factor matrixA corresponds to the 𝑛th news
embedding whose dimensions are co-clustered with other news
entities. The 𝑘th row vector of factor matrix C corresponds to a
representation of the 𝑘th pre-trained model, which indicates its
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influence on each dimension of the news embedding. This allows
us to identify which modality or model significantly influences a
dimension of news embedding. We use the Adam [6] optimizer to
train factor matrices.

4 EXPERIMENTS
We perform experiments to answer the following questions: Q1.
How accurately does CITEM perform in news downstream tasks?
(Sec. 4.2),Q2. How compact are CITEM embeddings? (Sec. 4.3), and
Q3. Can CITEM produce interpretable results? (Sec. 4.4)

4.1 Experimental Settings
We evaluate CITEM on two news downstream tasks: misinforma-
tion news detection and news categorization.
Dataset. We evaluate the performance of CITEM and baselines
on four real-world datasets. All datasets except for News Cate-
gory are related to misinformation detection tasks. We construct a
multi-modal tensor graph with six pre-trained models to extract
text and image feature vectors. The first and the second modes
of the tensor represent news entities while the last mode repre-
sents modalities. GossipCop1 [16–18] is a fake news benchmark
dataset about celebrity gossip including 16,817 real and 5,323 fake
news articles. We sample 30 percent of the real articles (5,045 arti-
cles) to create a balanced dataset. We construct the tensor of size
10, 368 × 10, 368 × 6. PolitiFact1 [16–18] is a fake news bench-
mark dataset about politicians’ statements including 625 real and
432 fake news articles. We construct the tensor of size 1, 056 ×
1, 056×6. Seekr2 is a click-bait news dataset with 1, 148 click-baits
and 4, 563 non-click baits collected from Seekr—a news aggrega-
tor that rates the credibility of articles. We construct the tensor
graph of size 5, 711× 5, 711× 6. News Category3 [9] is a HuffPost
news dataset from 2010 to 2022, containing 38 different topics. We
sample datasets with 15 categories for labels and sample 10 per-
cent of the original datasets. We construct the tensor graph of size
9, 976 × 9, 976 × 3.
Pre-trainedmodels. Weutilize various pre-trained language and
vision models to extract text and image features from news arti-
cles. We use Hugging Face’s5 implementations. We employ two
language models, SBERT [15] and BART [8], two vision models,
ResNet [5] and ViT [4], and a multi-modal model, CLIP [14].
Baselines. Wedescribe baselines to evaluate our proposedmethod.
Concat-Text is 2,048-dim. text embeddings from SBERT, BART,
and CLIP models concatenated together. Concat-Img is 3,328-dim.
image embeddings from ViT, ResNet, and CLIP models concate-
nated together. Concat-Both is 5,376-dim. text and image embed-
dings from all six models concatenated together. Concat-PCA is
768-dim. text and image embeddings obtained from applying Prin-
cipal Component Analysis (PCA) on Concat-Both. CPD is CP
decomposition with Alternating Least Square (ALS) optimization.
RESCAL [10] is a symmetric Tucker with L2 regularization opti-
mized via Adam.
Hyper-parameters. We vary the embedding size (rank), ranging
from 32 to 2024. We fix a learning rate of 0.001 and a weight decay
1https://github.com/KaiDMML/FakeNewsNet
2https://www.seekr.com/
3https://www.kaggle.com/datasets/rmisra/news-category-dataset
5https://huggingface.co
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Figure 2: The AUC of CITEM according to the different
embedding sizes (rank). CITEM performs well at embedding
sizes 256 and 768.

of 0.001. We employ a linear classifier as the downstream classifier
for downstream tasks. This choice is motivated by two reasons: 1)
we focus on news embedding models rather than complex nonlin-
ear classifiers, and 2) we can easily identify the influential dimen-
sions of embeddings through the weight of linear classifiers.

4.2 Classification Performance
We show performance comparisons in Table 2. We can see that
CITEM performs on par with the best-performing methods. We
must note here that our goal is not necessarily to beat the
best-performing method but to perform comparably to it,
since this indicates that CITEM is able to successfully distill the
multi-modal information in a compact and effective manner while
allowing for intuitive interpretations of the newly computed em-
bedding dimensions. Concat-Both demonstrates that incorporat-
ing multi-modal information is crucial for accurately representing
news, rather than relying solely on uni-modal information.The em-
beddings generated by CPD and RESCAL are smaller in size while
showing good performance but are not as interpretable as the pro-
posed method because the embeddings are non-negative.

4.3 Compactness
Fig. 2 demonstrates the compactness of CITEM for news embed-
ding.We investigate the compactness of the proposedmethodwhile
adjusting embedding sizes (rank) ranging from 32 to 2024 as shown
in Fig. 2.TheAUCof CITEM increases as the rank size increases. For
the PolitiFact dataset,CITEM achieves the highest AUC of baselines
with 256 embedding size, which is 21× smaller than Concat-Both.

4.4 Interpretability
We examine each dimension of news embedding to analyze the
interpretability of CITEM. We discover important dimensions of
news embedding based on intercepts and coefficients of a logistic
regression model. After training the logistic regression model, we
compute an influence score |a𝑛,:w𝑙𝑛 + 𝑑𝑙 | with the 𝑛th news em-
bedding a𝑛,: and corresponding coefficients w𝑙 of a label 𝑙 and an
intercept 𝑑𝑙 . With the highest influence scores, we find the top-
𝑘 influential dimensions of 𝑛th embeddings from model decisions.
We then identify which dimensions correspond to which modali-
ties based on multi-view embeddingC. Fig. 3 illustrates interpreta-
tion of dimensions from CITEM on News Category dataset. Given a
news article, we select the top-5 influential dimensions and display
each of their representative articles.

https://github.com/KaiDMML/FakeNewsNet
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Table 2: Performance comparison on news downstream tasks. Note that the best method is in bold, and the second-best
method is underlined. CITEM integrates different embeddings accurately and is interpretable due to its non-negativity.

GossipCop PolitiFact Seekr News Category
Model Size Acc. F1 AUC Size Acc. F1 AUC Size Acc. F1 AUC Size Acc. F1 AUC
Concat-Text 2,048 0.811 0.779 0.886 2,048 0.915 0.894 0.965 2,048 0.818 0.378 0.791 2,048 0.741 0.741 0.969
Concat-Img 3,328 0.740 0.667 0.829 3,328 0.736 0.548 0.786 3,328 0.799 0.202 0.660 3,328 0.615 0.615 0.930
Concat-Both 5,376 0.854 0.828 0.922 5,376 0.934 0.916 0.973 5,376 0.822 0.384 0.776 5,376 0.769 0.769 0.972
Concat-PCA 768 0.853 0.826 0.918 768 0.934 0.916 0.973 768 0.815 0.385 0.766 768 0.767 0.767 0.972
CPD 512 0.845 0.820 0.905 64 0.943 0.930 0.971 256 0.827 0.453 0.767 256 0.741 0.741 0.956
RESCAL 512 0.830 0.797 0.898 256 0.934 0.916 0.976 512 0.822 0.342 0.792 512 0.756 0.756 0.973
CITEM (Proposed) 768 0.844 0.814 0.903 256 0.953 0.941 0.977 768 0.831 0.425 0.772 768 0.752 0.752 0.968

Language model

Title:  General 
Mills Releases Tiny 
Toast, Its First New 
Cereal In 15 Years

Vision model Embedding dimension

Title: The Most-Googled 
Thanksgiving Pies And 
Sides In Every State
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Beans
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Fruitcake Frappuccino

Title: Jimmy Fallon 
Treats Sienna Miller And 
Anthony Bourdain To 
Some Really Terrible 
Food

Figure 3: Thanks to interpretable embeddings and multi-view embedding, we can identify the top-5 dimensions and the
most influential multi-view for news category classification. This information allows us to determine which dimensions have a
significant impact on the model’s decisions.
5 CONCLUSION
We propose CITEM, a tensor-based framework for interpretable
multi-modal news representation. With non-negative symmetric
CPD, CITEM successfully integrates multi-modal information ex-
tracted from pre-trained models into compact embeddings that are
interpretable with regard to related articles based on their modali-
ties. We further develop the framework with end-to-end training,
which can be subsequently applied to specific downstream tasks.
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