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Abstract

In this paper, we present an in-depth analysis of the
memory system performance of the DSS commercial work-
loads on two state-of-the-art multiprocessors: the SGI Ori-
gin 2000 and the HP V-Class. Our results show that a sin-
gle query process takes almost the same amount of cycles
in both machines. However, when multiple query processes
run simultaneously on the system, the execution time tends
to increase more in SGI Origin 2000 than in HP V-Class
due to the more expensive communication overhead in SGI
Origin 2000. We also show how the rate at which num-
ber of data cache misses, context switches and the overall
execution time increases when more query processesrun si-
multaneously.

1 Intr oduction

Commercialworkloadssuchas DSS and OLTP work-
loads have surpassedthe traditional workloads (scien-
tific/technical applications)and now dominatethe sener
market. However, system architectureand design has
beenprimarily influencedby scientifichenchmarksuchas
SPLASH-2[13]. Recentstudies[1, 2, 5, 6, 8, 11] have
shown that commercialdatabasevorkloadshave different
systemcharacteristicdrom scientific workloads. All of
this researchfocuseson understandinghe characteristics
of DSSor OLTP workloadson a singleplatform. The con-
tribution of our researchis the characterizatiomswell as
comparisonof the memory systemperformanceof DSS
workloadsacrosdlifferentmultiprocessodesigns Thetwo
state-of-the-arplatformsusedin our researchare the HP
V-Classandthe SGI Origin 2000. Moreover, we not only
examinethe performancecharacteristic®f a single query
processunningonthesesystemshut alsoevaluatethe per
formancecharacteristicsvith variednumberof querypro-
cessessimultaneouslyrunning in the system. Our previ-
ouseffort [4] on understandinghe memorysystemperfor
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manceof the HP V-Classand the SGI Origin 2000 used
microbenchmarksand scientific applications. In this pa-
per, we focus on the performanceof a commercialdeci-
sion supportsystemworkload basedon the TPC-H bench-
mark[12]. Dueto thelongrunningtime of TPC-Hqueries
andresourceconstraintsye selected representatie TPC-
H queries(Q6, Q21 and Q12) and ran them on an open
sourceDBMS (PostgreSQL)that we instrumentedusing
hardware counterAPIs to collect performancelataon the
two systems.

Our resultsshowv several aspectof systemcharacteris-
tics of TPC-H queries. We show thatthe DSSdatacache
performancaiffersdependingonwhetherthequerymainly
usessequentiakcanto accessablesor mainly usesindices
to accessables.We alsoshow thatthetwo level cachehier-
archyin the SGI Origin 2000 providesbetterperformance
thanthe single cachehierarchyin HP V-Class. The larger
cachesizeandlargerline size hasa biggereffect on index
guerieghanon sequentiafjueries A performanceompar
ison betweenSGI Origin 2000andHP V-Classshaws that
whenonly onequeryrunson the systemit takesalmostthe
sameamountof cycleson both machines.However when
more processegeachrunningthe sametype of query)run
simultaneouslyon the system,the executiontime on SGI
Origin 2000tendsto increasanorethanthaton HP V-Class
dueto the moreexpensve communicatioroverhead.

2 Experimental Setup& Methodology

In this section,we describethe hardware system,the
DBMS, the TPC-Hbenchmarkandthe methodologyof our
experiments.

2.1 SystemAr chitectures

Thetwo sharednemorymultiprocessor# our studyare
HP V-Class[3] and SGI Origin 2000[7]. A conceptual
block diagramof the 16-processoHP V-Classsener [3]
is shavn in Fig. 1. The symmetricmultiprocessodesign
utilizes 8 ExemplarProcessoAgent Controllers(EPAC),
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Figure 1. System Architecture Overview

4 ExemplarRouting AttachmentControllers(ERAC), and
8 Exemplar Memory AccessControllers (EMAC). Each
EPAC consistsof two HP PA-8200 processorsConnecting
EPACsandEMACsis a hyperplanecrossbarthatprovides
high-bandwidth)Jow-lateng/ nonblockingaccessrom pro-
cessorsaand|/O to the memory The PA-8200is a 64-bit,
200MHz, 4-way out-of-ordersuperscalaprocessombased
on the RISC PrecisionArchitecture(PA-2.0). Its one-leel
cachesystemhasseparat@MB instructioncacheand2MB
datacache.As we seefrom Fig. 1, the memorysystentol-
lows the uniform memoryaccesgUMA) principle.

A conceptualblock diagramof the 32-processoiSGl
Origin 2000is showvn in Fig. 1. The SGI Origin 2000is
a cache-coherenton-uniformmemoryaccesgccNUMA)
multiprocessof7]. The basicbuilding block is a dual pro-
cessonode.Within eachnode therearetwo MIPSR10000
processors]-8 memorybanks,eachwith 512MB memory
andits correspondinglirectory memory and a portion of
the I/O subsystem.The processorsmemoryand I/O are
connectedo a hub chip in the node,which hasa crossbar
a network interfaceandinterfacesto abose modules. The
nodesareconnectedogethewia abristledhypercubenter-
connecinetwork. TheR10000is a 64 bits, 250MHz,4-way
out-of-ordersuperscalaprocessar It hasa 32KB L1 in-
structioncachea 32 KB L1 datacacheanda 4MB unified
L2 cache.The cacheline sizesfor L1 andL2 cacheare32
bytesand128bytesrespectiely.

2.2 Software Overview (PostgreSQL & TPC-H)

PostgreSQL[9, 10Q] is the mostadvancedopen-source
databasenanagemensystem.It wasoriginally developed
at the University of California at Berkeley. The reasonwe
chosePostgreSQLis mainly becauset is an opensource
DBMS which enablesus to instrumentthe sourcecode
with hardware counterreferencego collect variousstatis-
tics. Therearesomedifferenceghough,betweercommer
cial DBMS suchasOracleandPostgreSQLOnemajordif-
ferencebetweera commerciaDBMS andPostgreSQlcan
bethegranularityof locking system.CurrentlyPostgreSQL
fully supportonly relationlevel locking. Thismaybecome
abottleneckin multiple parallelqueries.Fortunately since
we only testread-onlygueriesthis bottlenecks notapplied
in our casebecausenultiple queryprocessesangetmulti-
ple readlocksfor thesametable.

The TPC-Hbenchmark[12] simulatesa complex busi-
nessanalysissystemfor a wholesalesupplierto manage,

sell anddistribute productsworldwide. TPC-Hbenchmark
includes22 read-onlyqueries(Q1-Q22)and?2 refreshment
functions (RF1,RF2). Our researchust focuseson read-
only queriesbecausehesequeriesare more complicated
thantherefreshmenfunctionsandmorefrequentlyusedto
make critical businessdecisions. We choseQ6, Q21 and
Q12 asthe onesthat we examinein detail in our study
We believe that these3 queriescan representhe impor-
tant memory accesscharacteristicof most other queries.
Q6 is a simplequeryin TPC-H benchmark.Q6 givesthe
amountof revenuethatwould have beenaddedif the com-
pary hadeliminatedcertaindiscountfor smallquantityor-
dersin acertainyear Onesequentiascanof tableLineitem
is enoughfor Q6. Q21lists thetop 100infamoussuppliers
thatfailed to meetthe committeddelivery datesfor multi-
supplierordersin whichthey weretheonly onesthatfailed.
Q21 hasone sequentiabcanof table Orderandfive index
scansjncludingthreeon tableLineitem. ThusQ21 should
intrinsically exhibit the characteristicef index scans.Q12
determinesvhetherselectingessexpensve modesof ship-
ping is negatively affecting critical-priority ordersby caus-
ing more partsto be receved by customersafter the com-
mitted date. Q12 scanghetableLineitem sequentiallyand
for eachtuple that satisfiesthe selectioncondition, it uses
index scango find the matchingonesin tableOrder Thus
it will exhibit characteristicodf both: the sequentialscan
andtheindex scan.

2.3 Evaluation Methodology

Our evaluationmethodologyis dependenbn the useof
performance&ounterghatareavailableonthe PA-8200and
R10000microprocessorsWe usea softwarelibrary devel-
opedin the PARASOL researchgroup to accesshe PA-
8200 hardware counterson the HP V-Class. On the SGI
Origin 2000, we make ioctl() systemcalls to directly ac-
cessthe MIPS R10000hardware counters.In orderto do
the testsand get performancedatavia hardware counters,
we alsomodifiedthe PostgreSQlsourcecodeto onesingle
executable. Due to the systemconfigurationlimitation in
HP V-Class,we configuredthe buffer pool in sharednem-
ory to 512MB. Becausef our limited resourcesindthere-
quiredlengthof time, we setthedatabassizefor ourtestto
200MB. Notethat200MBiis thesizeof flat raw datafilesfor
populatingthe databaseTheactualdatabassizeincluding
the index file for primary keys would be roughly 400MB.
Onthewhole,therearethreeorthogonaldimensionsn our
tests. The first dimensionis type of TPC-H query (query
number). The seconddimensionis the numberof paral-
lel queriessimultaneouslyunning. We vary the numberof
parallelqueryprocessefrom 1 to 8. Whenmorethanone
queryprocessareconfigured differentqueryprocessesre
assignedo differentprocessorsThethird dimensionis the
platform: eithertheHP V-Classor the SG1Origin 2000. For
eachconfigurationwe performthesametestfour timesand
usetheaveragevalues.
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3 Single(Same)Query Execution Results

In this section,we comparethe performanceof three
guerieson both HP V-Classand SGI Origin 2000. We ex-
amineexecutiontime, CPl anddatacachemissesFor each
part, we comparethe performancedata betweenthe two
platformswhenrunninga singlequeryprocesof Q6, Q21
andQl2andalsocompardheperformancéetweerthetwo
platformswhenrunningeight query processesall running
the sametype of query)simultaneouslyfor eachQ6, Q21
andQ12.

3.1 ExecutionTime

Fig. 2 shows the threadexecutiontime of Q6, Q21 and
Q120nHP V-classandSGI Origin 2000in cycles. Thread
time measurethetotaltimethatthethreadof aprocessuns
onthe CPUs. It doesnt includethetime whenthe process
waitsin thereadystateto acquirea CPU.Soit shouldbeless
thanor equalto the wall-clock time. Fig. 2(a) shows that
actuallywhenonequeryrunson the systemthe numberof
runningcycleson both machinesarevery close. However,
sincethe SGI Origin 2000runsat a higherclock rate, the
overallexecutiontime onthe SGI Origin 2000is lowerthan
on the HP V-Class. From Fig. 2(b), we seethat when 8
gueryprocessesun on the system,SGI Origin 2000actu-
ally usesmuchmorecyclesto finish the query Thereason
is thatasthe numberof queryprocessegicreasescommu-
nicationto keepthe metadataconsistenbetweendifferent
processorgoesup. Fromlyer etal. [4], we know the com-
municationoverheads moreexpensvein SGI Origin 2000
thanthatin HP V-Class.

3.2 CyclesPer Instruction (CPI)

Fig. 3 shavsthe CPlonbothplatformsunderthetwo sit-
uations.Onthewhole,CPIfor these3 queriesarenot high,
rangingfrom 1.3to 1.6. Thedifferenceof CPI betweerthe
two machinesn Fig. 3 (a) is mainly dueto thelittle differ-
enceof the instructioneventcountersn the two machines,
asexplainedabove. By comparingrFig. 3 (a) and(b) we see
thatasthenumberof queryprocessemcreasesCPlonboth
machinesncrease.However CPl increasedittle on HP V-
Classwhile moresignificanton SGI Origin. For example,
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Figure 3. Cycles Per Instruction
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Figure 4. Data Cache Misses

on HP V-ClassCPI for Q6 increasesrom 1.418to 1.466
while on SGI Origin 2000it increase$rom 1.305t0 1.585.
Thisis consistentvith the previoussection.As morequery
processesgre running, more synchronizatioractwities be-
tweendifferentprocessorintroducehigherpenaltyin SGI
Origin thanin HP V-Class.

3.3 Data CacheMisses

Fig. 4 shavs the datacachemissrate on both platforms
underthetwo configurationsJustfor corveniencewe also
markthevalueof datacachemissesoneachbar. Let uslook
atFig. 4 (a) first. For Q6,the L1 Dcachemisseq9.4M) on
SGl are only a little more than twice the Dcachemisses
(4.1M) on HP V-Class. Knowing that SGI L1 Dcacheis
only 32KB while HP V-ClassDcacheis 2MB andthatboth
have thesamecachdine size,theL1 Dcachein SGI Origin
is quite efficient for Q6. The reasonfor this is that Q6 is
asequentiatjuery which hasvery goodspatiallocality but
poor temporallocality. As we explainedin previous sec-
tions, thereis recorddata,index data,metadataandprivate
datain aDBMS. In a puresequentiajuerylike Q6, noin-
dex datais used.Therecorddatain a sequentiafjuerydoes
not have temporarylocality becausef the optimizer Pri-
vate dataand metadateboth have temporallocality, which
is the reasonwhy the missesof L1 Dcachein SGI Origin
are doublethe cachemissesin HP V-Class. The locality
characteristi@lsoexplainswhy the L2 Dcachein SGI Ori-
gin doesnot improve the performanceas much for Q6 as
for Q21. The longercachelines (128-bytes)decreasdhe
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Figure 5. Thread Time on Origin 2000

cachemissesfor both Q6 and Q21 while the larger size of
L2 cachehasa smallereffect on cachemissesfor Q6 than
for Q21. For Q21,theL1 Dcachemissedn SGI Origin are
roughly 12 times more thanthe Dcachemissesin the HP
V-Class. Thereasorfor thisis thatQ21is anindex query
which hasquite good spatiallocality aswell as moderate
temporallocality. For example,the nodescloseto theroot
in theindex treearelikely to bereusedater In Q21thel2
cachein SGI Origin greatlyreduceghe cachemissesdown
to 2.5M, which is also much lessthan the corresponding
Dcachemissesin HP V-Class. The longer cacheline and
biggercachesizeareobviously the majorreason.For Q12,
the situationis very similar to Q6, soit is morelike a se-
guentialquery

WhencomparingFig. 4(a) and (b), we seethatwhen8
gueryprocessearerunningin thesystemghemissrateson
HP V-Classandon SGI Origin increase Thisis mainly due
to the communication’ coherenceoverheadwhich affects
missratiosof largecacheqL1 missratioin SGI Origin re-
mainsunafected)thattendto hold datafor along periodof
time.

4 Multiple (Diff) Query Execution Results

In this sectionwe analyzethe performancevariation of
bothHP V-ClassandSGI Origin 2000asnumberof (differ-
ent)queryprocessesunningin thesystemincrease$rom 1
to 8.

4.1 PerformanceAnalysisonthe SGI Origin 2000

4.1.1 Threadtime

Fig. 5 presentghe threadtime of 3 querieson SGI Ori-
gin with variednumberof queryprocessesWe reportthe
threadtime in numberof cycles per million instructions.
From Fig. 5, we seea cleartrendthat asnumberof query
processefcreasesthe threadtime increasegor Q6, Q21
andQ12. Thereasoris thatasmorequeryprocessesunin
the system,more communicationcoherenceand synchro-
nizationactiities occur Thusthereare moredirty misses
and storesto sharedlines. As the numberof processes
(andprocessorsincreaseso 6 and8, theincreasen thread
time becomedarger. Thereasoncould be attributedto the
interconnectiometwork topology andthe fact that shared

L2 Dcache misses per 1M instrs

Qs Q21 Q12

Figure 6. L2 Data Cache Misses on Origin
2000

memoryrequest$rom differentprocessorareroutedto the
samenodeor a coupleof differentnodeswhich hold the
sharednemoryfor the DBMS.

4.1.2 L2 datacachemisses

Of the cachemisseswe only analyzel 2 datacachemisses
herebecausehis could make a significantdifferencein the
executiontime asthe numberof queryprocessefcreases.
Fig. 6 presentshel 2 datacachemisseger1M instructions
for 3 queries.We seethatasnumberof queryprocessem-
creasedrom 1 to 8, L2 datacachemissesincreasesignifi-
cantly Fig. 6 alsoshavsthatL2 datacachemisseger1M
instructionsof Q21 is muchlessthanthatof Q6 andQ12.
As mentioneckarlier, thisis becausé€)21is anindex query
andthereforehasbettertemporallocality. We alsolike to
point out thatfor the sequentiabjueries(Q6 andQ12), the
major contributor of L2 Dcachemissesemainsthe normal
cold startand capacitymisseseven when query processes
increaserom 1 to 8. However for theindex queryQ21,as
gueryprocessesicreasdrom 1to 8, missesausedy com-
municationbecomeshe major componentof L2 Dcache
misses.

4.2 PerformanceAnalysisonthe HP V-Class

4.2.1 ThreadTime

Fig. 7 presentshethreadtimesof 3 querieson HP V-Class
with variednumberof queryprocessesAs for Fig. 5, we
reportthe threadtime asthe numberof cyclesper million

instructions.FromFig. 7, we seeanoverall trendof avery
slow increasen thethreadtime asthenumberof querypro-
cessesdncrease.Comparingwith SGI Origin 2000results
(Fig. 5), we find thatthe lower communicatioroverheadn

theHP V-Classhelpsin keepingtheincreasen threadtime
to a minimum. We also noticethat the largestincreasen

threadtime resultsfrom anincreasen thenumberof query
processorgrom 1P to 2P From 2P to 4P, the threadtime
even decrease$or all threequeries. This peculiarity can
be attributedto the migratory enhancemenn HP V-Class
cachecoherenceprotocol, which we will elaborateon in

following subsections.
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4.2.2 Data CacheMisses

Fig. 8 shavsthatthedatacachemissedn HP V-Classmod-
eratelyincreaseasthenumberof queryprocesseBsicreases,
whichis consistentvith resultsobtainedon the SGI Origin
2000 (Fig. 6). Actually the increaseof datacachemisses
in HP V-Classand SGI Origin 2000 are close, if we take
into accountthe differenceof two cachehierarchiesand
the event countererror. The moderateincreasein Dcache
missesshowsthatcold startandcapacityissuesstill remain
themajor contritutorto Dcachemissedor all threequeries
evenasthenumberof queryprocessescreasdrom 1 to 8.

4.2.3 Memory Latency

Fig. 9 shavs the memorylateny of 3 querieson HP V-
Classwith varied numberof query processes.Note that
the memorylateng reportedhereis the total time takenin
completinga memory accesswithout consideringlatencgy
hiding (overlapof two memoryaccesses)lhatis, theevent

memory latency (s)

o N & o ®

Figure 9. Memory Latency on V-Class

counterincrementshasedon the numberof open(waiting)
memoryrequestat eachsystembusclocktick. In PA 8200
processarthere could be at most 10 simultaneouslyopen
requests.

FromFig. 9, weseethatthereis abigincreasen memory
latengy asthenumberof queryprocessemcreasefrom 1to
2. From 2P to 4P, the memorylateng however decreases.
This behaior is due to the migratory enhancemenin the
cachecoherenceorotocol of HP V-Class. When the first
gueryprocesgrunningon pl)readsaline within adatabase
datapageor index pagefrom thememory the cachéline is
in exclusive statein p1's cache.Whena secondjuerypro-
cess(runningon p2) sendsout a readrequestfor the same
memoryline, the control information hasto be sentback
from p1l to the homedirectory Thenthe homedirectory
sendsthe dataline to p2 and corvertsthe memoryblock
to sharedstate. Comparedo the speculatie enhancement
in SGI, this procesgakeslongertime. Whena third query
processvantsthememoryline, however, thehomememory
directly sendsheblock to thatprocessosincethe memory
lineisin sharedstatenow. Thuswe seeanincreasen mem-
ory latengy from 1Pto 2P anda slight decreasén memory
latengy from 2Pto 4P

Although the migratoryoptimizationin the HP V-Class
seemdo haveanegative effectonthememorylateng of the
3 TPC-Hqueriesthequeryprocessesanbenefitfromit for
lock accesseasfollows. Whenonequeryprocessieedgo
obtainareadlock, it first readsthe lock informationsaved
in thelock andtransactiorhashtablesto checkif it canac-
quirethelock. If it getsa positive responseit thenupdates
the lock information. Without the migratory optimization,
in the first stepwhenthe query processeadsthe lock in-
formationthatis dirty in otherprocessarthe datawould be
sharedby the two processors.Thenin the secondstep, if
theprocesss ableto getthelock (in our casethis shouldbe
no problem),it needdo invalidatethe sharedcopy andthen
updatethe lock information. With the migratoryenhance-
ment,however, in thefirst stepthe datablock s alreadyin-
validatedfrom the owner processarThusthereis no write
cachemissin the secondstepandthe homedirectorywill
notbevisitedfor asecondime. Thereasorwhy we do not
seethis positive effectin Fig. 9 is thatall runs(> 1P)bene-
fit from it, notjustthe 2P case.Moreover aswe mentioned
earlier communicatiorbetweerdifferentprocesseis justa
smallcontributorto the overall cachemissesanyway.

4.2.4 Context Switches

Fig. 10 shows both voluntary and involuntary context
switchesper 10M instructionsduring the query execution.
An involuntary context switch occurswhen the time slot
assignedo the processs usedup or anotherprocesswith
higher priority getsready A voluntary contet switch is
initiated by the processitself whenit doesl/O, synchro-
nization,or issuessystemcalls suchassleep()andselect().
From Fig. 10, we seethat when only one query process
runsin the system,almostall the context switchesarein-
voluntarycontext switches.Whentwo queryprocessesun
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Figure 10. Conte xt Switc hes on V-Class

in the machine,the total numberof context switchesin-
creasesabruptly and voluntary context switchesare more
thaninvoluntarycontext switches.From 2P to 8F, the con-
text switchesincreaseaapidly andalmostlinearly. The ma-
jority of context switchesbeyond 2P arevoluntarycontext
switches.This behaior indicateghatthelock management
systemn the DBMS is thereason After studyingthe Post-
greSQLcode,we found thatit adoptsa bacloff technique
in acquiringa spinlockin bothHP V-Classportedcodeand
SGI Origin 2000 portedcode. If a query processcannot
get a spinlock, the processwvould delay sometime, using
the select()systemcall, andtry againlater. A select()call
causes voluntary context switch. Whenmore querypro-
cessesun in the systemiit is moredifficult to geta spin-
lock and thus more delaysoccut This is the reasonwhy
voluntary context switchesincreaserapidly asthe number
of queryprocesseicreases.While bacloff usingthe se-
lect() call is perfectfor uniprocessosystemsit is not so
efficientin multiprocessordecause@ueryprocesseso not
sharethe sameprocessarThis increaseshe wall time (re-
sponsdime) significantlyandis detrimentalto the service
quality. Forinvoluntarycontet switcheswe alsoseeaslow
increaseas numberof query processefcreases.Surpris-
ingly, it seemghatthenumberof context switchesper10M
instructionss notafunctionof thetypeof query

5 Conclusions

In this paperwe presented detailedandin-depthmem-
ory systemperformanceanalysisand comparisorof TPC-
H benchmarkcharacteristicon SGI Origin 2000 and HP
V-Classmultiprocessors.We not only examinedthe per
formanceof single query process,but also examinedthe
performancevariationasmultiple queryprocessesimulta-
neouslyrunin the system.

Our resultsshav that the data cacheperformanceof
TPC-H queriesdiffers dependingon whetherthe queryis
morelike a sequentialjuery or morelike anindex query
Index queriesexpressa someavhatbiggerfootprintbut have
betterlocality thansequentiabjueries. Also, the two level
datacachehierarchyin the SGIOrigin 2000performsbetter
thanthesinglecachdevel in theHP V-Class.ThelargerL2
cachesizeandlongerline sizehave amoresignificanteffect
onindex querieghanon sequentiatjueries Whenonly one
gueryrunson the systemit takesalmostthe sameamount

of cyclesin HP V-Classand SGI Origin 2000. However

whenmorequeryprocessesun simultaneouslhon the sys-
tem,althoughtherunningcyclesin bothmachinesncrease,
it tendsto increasemorein SGI Origin 2000thanin HP V-

Class. This indicatesthat the communicationoverheadis

more expensve in SGI Origin 2000. Also, whenmultiple

guery processesvere run on the two machinesyoluntary
contet switchesbecomepredominant.
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