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Abstract-Multi-target tracking in non-overlapping cameras 
is challenging due to the vast appearance change of the targets 
across camera views caused by variations in illumination condi
tions, poses, and camera imaging characteristics. Therefore, direct 
track association is difficult and prone to error. In most previous 
methods the appearance similarity is computed either using 
color histograms directly or based on pre-trained Brightness 
Transfer Function (BTF) that maps color between cameras. In 
this paper, we propose a novel reference set based appearance 
model to improve multi-target tracking in a network of non
overlapping video cameras. Unlike previous work, a reference set 

is constructed for a pair of cameras, containing targets appearing 
in both camera views. For track association, instead of comparing 
the appearance of two targets in different camera views directly, 
they are compared to the reference set. The reference set acts as 
a basis to represent a target by measuring the similarity between 
the target and each of the individuals in the reference set. Besides 
color histograms, other soft-biometric features are also integrated 

into the feature representation of a target. The effectiveness of the 
proposed method over the baseline models on challenging real
world multi-camera video data is validated by the experiments. 

I. INTRODUCTION 

Recently, a major effort has been underway in the vi
sion community to develop effective and robust multi-target 
tracking systems. It is the foundation for many higher level 
applications, such as anomaly detection, activity detection 
and recognition [1], human behavior understanding [2], and 
surveillance and monitoring [3]. The goal of multi-target 
tracking is to estimate the trajectories of all moving targets and 
keep their identities consistent from frame to frame. In single 
camera tracking, successive observations of the same target 
often have large proximity in appearance, space and time [4]. 
However, it is not the case for tracking people across cameras 
with non-overlapping field-of-views (FOVs). The appearance 
of the same target may have large difference even in two 
adjacent cameras due to a sudden change in illumination 
conditions (e.g., from outdoor to indoor). Other aspects, such 
as variations in pose (e.g., frontal view to rear view) and 
camera imaging conditions further complicate the tracking task 
in multiple cameras. In Fig. 1 some sample frames are shown 
in which the appearance of same target in different camera 
views differs significantly. 

A possible way to tackle the appearance difference in 
multiple cameras is to learn Brightness Transfer Function 
(BTF) [5] [6] [7] [8] [9] [10] that is a mapping of color models 
between a pair of cameras. However, BTF is not suitable for 
a camera network that has a large within camera illumination 
change. For example, cameral and camera2 both have dark 

Fig. 1. Sample frames from each camera view. Bounding boxes with the 
same color indicate the same target. Notice that illumination may change 
drastically within camera and across cameras, the appearances of the same 
target has significant variations. 

and bright regions in their camera views. A BTF that is able 
to map colors in dark region of cameral (low brightness) to 
colors in bright region of camera2 (high brightness) will not 
work well for mapping colors in bright region of cameral (high 
brightness) to dark region of camera2 (low brightness). 

To address this problem, we propose a novel reference set 
based appearance model to estimate the similarity of multiple 
targets in different cameras. Based on the tracking results 
from single camera, the goal is to associate tracks in different 
cameras that contain the same person. Our method is inspired 
by the recent advances in face verification/recognition [11] [12] 
and person re-identification [13] in which an external reference 
set or library is used to facilitate the matching process of the 
same objects in different imaging conditions. The reference 
set contains the appearance of individuals in different camera 
views under different imaging conditions. For tracking, instead 
of comparing two targets directly, targets from different cam
eras are compared to the individuals in the reference set. The 
individuals in the reference set act like basis functions and for 
a given target, its similarity to each of the individuals in the 
reference set are used as its new representation rather than the 
original low level color or texture features. 

In addition to color histogram we integrate other soft-



biometric features which are invariant to view and illumination 
changes into the feature representation of a target. Soft
biometrics are characteristics that can be used to describe a 
person [14], for instance height, weight, gender, hair color and 
clothes color. Although each one of them is not discriminative 
enough to uniquely identify an individual, when bundled as 
a whole they can provide coarse representation of a target. 
Because soft-biometrics can be directly acquired from surveil
lance videos without any target's cooperation, they are suitable 
for constructing appearance model for tracked targets. Soft
biometrics have been widely used for retrieval and recognition 
tasks on image datasets [14][15], recently they are also applied 
for identifying a specific target in surveillance videos [16]. 
However, to the best of the authors' knowledge, soft -biometrics 
have never been used for improving tracking performance. 

The rest of this paper is organized as follows: an overview 
of the related work is provided in Section 2. Section 3 
describes the proposed reference set based appearance model 
for multi-target tracking across non-overlapping cameras. Ex
perimental results are shown in Section 4. Finally, Section 5 
concludes this paper. 

II. RELATED WORK 

To cope with the illumination change in different camera 
views, BTF has been studied extensively [5] [6] [7] [8] [9] [10]. 
An incremental unsupervised learning method is proposed 
in [5] to model color variations and posterior probability distri
butions of spatial-temporal links between cameras in parallel. 
The model becomes more accurate over time with accumulated 
evidence. In [6] a cumulative BTF is proposed to map color 
between different cameras and significant improvement over 
BTF-based methods is reported. Javed et at. [7] learn the inter
camera relationships using multivariate probability density of 
space-time variables. It is shown that BTFs from one camera 
to another camera lie in a low dimensional subspace and this 
subspace is learned for appearance matching. In [8], BTFs are 
built from the overlapping area during tracking to compensate 
for the color difference between camera views. In addition, the 
perspective difference is compensated for with tangent transfer 
functions (TTFs) by computing the homography between two 
cameras. Different methods are compared to evaluate the color 
BTFs between non-overlapping cameras and experimental re
sults show BTFs limitations in people association when a 
new person enters in one camera's FOV [9]. In [10], to track 
people across non-overlapping cameras, a camera link model 
including BTF, transition time distribution, region mapping 
matrix/weight, and feature fusion weight are estimated in an 
unsupervised manner. 

Recently, the reference-based idea has been used in the 
field of computer vision, for example, face verification [11], 
face recognition [12], and person re-identification [13]. The 
reference-based framework is data-driven and different entities 
to be matched or compared are first described using the 
elements in the reference set and reference-based descriptors 
are generated. Therefore, direct comparison of objects with 
different modalities (e.g., faces at different poses) is avoided. 
In [11], pose, illumination, and expression invariant face 
verification is achieved using a library of faces in various 
appearances to describe a given face based on the insight that 
it is most meaningful to compare faces with the same imaging 

conditions. Yin et at. [12] proposed an "Associate-Predict" 
model which is built on a generic identity data set that contains 
multiple images with large intra-person variation. Given a face, 
it is first associated to like identities in the data set and then its 
appearance under settings of another input face is predicted. 
In this way the intra-personal variation is handled. Recently, 
to improve person re-identification in different camera views, 
An et at. [13] used a reference set to generate reference-based 
descriptors for probe and gallery subjects, bypassing the need 
to direct compare the features from subjects with significant 
appearance change. 

III. TECHNICAL ApPROACH 

A. Formulation of the Multi-Camera Tracking Problem 

Suppose we have m cameras 01, O2, ... , Om with non
overlapping FOVs. Given the tracking results in each single 
camera, we can generate a set T = {T1, .. , TN} that contains 
all the within-camera tracks. A track Ti is a consecutive 
sequence of detections that contain the same target, its time in
terval is denoted as [ttegin' t!nd]' and its corresponding camera 

is denoted as Oi. The problem of tracking across cameras is 
essentially to find out tracks that contain the same target, given 
certain spatial-temporal constraints. Let association aij define 
the hypothesis that track Ti and Tj contain the same target, 
with Ti occurring before Tj and Oi f oj (associate tracks that 
contain the same target in the same camera is not considered in 
this paper). A valid association matrix A is defined as follows: 

1 if Ti is associated to Tj A={aij},aij={ 0 otherwise 
(1) 

S.t. Laij = 1 and Laij = 1 
j 

The constraints for matrix A indicate that each track cannot 
be associated to more than one track. 

The cost Sij for linking track Ti and Tj is based on time, 
appearance, and camera topology constraints, as defined in 
Equ. (2). 

where Time(·), Topo(·), and ApprO are the time, topology, 
and appearance models, respectively. The time model is de
fined as: 

o Time(Ti, Tj) = { 00 
if 0 < Gapij < GAP 
otherwise (3) 

where Gapij is the time difference between Ti and Tj, and 
only when Gapij is within the pre-defined maximum allowed 
gap GAP the two tracks can be linked. The topology model 
is similar to the time model, which gives the restriction that Ti 
can be associated with Tj only when there is a path allowing 
people to walk between camera Oi 

and oj without entering 
the view of any other cameras. 
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Fig. 2. lllustration of the reference set based appearance model. For a pair of cameras Ci and Cj, a reference set Ref Setij (the middle part) is constructed 
that contains a number of reference targets appearing in both cameras. When comparing track Tl in Ci with tracks T2 and T3 in Cj, by using their color 
histograms directly, T3 are more likely to be matched with Tl. Even though they contain totally different targets, the significant illumination change in Ci makes 
Tl looks much more darker than its actual appearance. Instead of comparing directly, each input track is described by all the reference targets. The description 
is a vector of ordered similarities, and each similarity is generated by comparing the input track with one reference target. The right part of this figure shows the 
similarity plots obtained by comparing Tl, T2, T3 with Rl, R2, and R3, respectively. Notice that, both the input tracks and the reference targets have multiple 
appearance instances that cover all the appearance changes of corresponding targets in a particular camera, this enables us to handle within camera illumination 
variation. After representing Tl, T2 and T3 by the reference set, it is clear that Tl and T2 are more similar than Tl and T3. 

Let � be the set of all possible association matrixes, the 
task of multi-target tracking across cameras is formulated as 
the following optimization problem: 

A* = argmin LaijSij 
AE� ij 

(4) 

This assignment problem can be solved by Hungarian al
gorithm [17] in polynomial time. In order to reduce the 
computational cost, a pre-defined time sliding window is used, 
and the association is carried out independently in each time 
sliding window. Normally, there is a 50% overlap for the 
neighboring two time sliding windows. Instead of using the 
cost matrix S directly, we use the argmented matrix S' (details 
for the augmented matrix can be found in [4]) as the input for 
the Hungarian algorithm. This enables us to set a threshold for 
association, a pair of tracks can only be associated when their 
cost is lower than the threshold. In the following section, we 
present the reference set based appearance model in detail. 

B. Reference Set Based Appearance Model 

The basic idea of reference set based appearance model is 
illustrated in Fig. 2. A reference set Ref Setij is constructed 
for a pair of cameras Ci and Cj. It contains a set of reference 
targets R = {Rl' R2, ... , Rm} that appear in both Ci and 
Cj. The tracks for all the reference targets appear in Ci form 
Ref SetL, and the tracks for all the reference targets appear 

in Cj form Ref Set{j, as shown in Fig. 2. Given two tracks 
Tp and Tq with Tp captured in the view of camera Ci and Tq 
captured in the view of camera Cj, the appearance similarity 
between these two tracks are not computed by comparing Tp 

and Tq directly. Instead, Tp is compared with all the tracks in 

RefSetL and Tq is compared with all the tracks in RefSet{j, 
and their similarity with the reference set are used to calculate 
the similarity of Tp and Tq. In other words, track Tp and Tq are 
compared with other tracks that undergo the same illumination 
conditions as Tp and Tq, and if they are the tracks of the same 
target, they should have high similarities with the same set of 
reference targets. Otherwise, they are more likely to be tracks 
that contain different targets. 

In order to handle within camera illumination variation, 
each track is further segmented into small subtracks according 
to a pre-defined sub track length (e.g., 5 frames) so that 
detections in each subtrack are visually very similar. After 
track segmentation, each sub track is an appearance instance 
for the target under certain illumination condition. Features 
extracted from each detection in the subtrack are fused into 
a single set of features, which is used as one representation 
for the target contained in the subtrack. By this means, we 
generate multiple representations for each target that covers 
all the appearance changes of that target in a certain camera. 

When comparing the similarity of two tracks Ta and Tb in 
the same camera, every subtrack in Ta is compared with every 
subtrack in Tb. Let t� denotes the k-th subtrack in track Ta, 
simi(tx, ty) be the similarity of two subtracks (described in 
the following part), and Na and Nb be the number of subtracks 
in Ta and Tb respectively. The similarity score for Ta and Tb 
is defined as follows: 

Na 
Simi(Ta, Tb) = � L max( {simi(t�, tlU E [1, Nb]}) (5) 

a i=l 



Namely, each t� is compared with all subtracks in Tb, and 
the maximum score is used as the similarity between t� and 
Tb. Similarity between Ta and Tb is the average of all these 
maximum scores. 

In the reference set, each reference target may have several 
tracks in the same camera (e.g., walking towards and away 
from the camera). The similarity between a track Tl and 
a reference target Rn is the maximum of the similarities 
of Tl and all the tracks for Rn. This lays the strength of 
our reference set based appearance model - the tracks from 
different cameras that contain the same target under various 
pose and illumination conditions have a chance to get high 
similarity scores with similar reference targets. In other words, 
each reference target is an indirect feature that describes some 
characteristics of the target's appearance, and having the tracks 
in two different cameras compared to the same set of reference 
targets enables us to compare the similarity of these two tracks. 
In addition, the reference set based appearance model does 
not require any extra training process. Besides variation in 
illumination conditions, difference in poses are also taken care 
of by the various appearance instances in each reference target. 

After comparing tracks Tp and Tq with each reference 
target in its corresponding reference set, we get two vectors 
of ordered similarities, as shown in Fig. 2. Let Reffj(Tp) 
and Reflj(Tq) be the representations of Tp and Tq by the 
reference set Refij, the similarity of Tp and Tq is computed 
by the Kendall tau Correlation Coefficient [18], and is further 
normalized to the range of [0, 1]. In order to get the appearance 
model, we use the negative logarithm function to calculate the 
cost, as defined in Equ. (6): 

where T' (.) is the normalized Kendall tau Correlation Coeffi
cient. 

C. Soft-biometrics Fusion and Sub track Similarity 

The soft-biometric features extracted from a detection 
response are shown in Table I, where the potential values for 
each feature are also listed. These soft-biometric features can 
be categorized into three types: symbolic, scalar-valued, and 
vector-valued. A confidence level which scales from 0 to 1 is 
associated with each feature to indicate the prediction confi
dence. In order to generate concise representation for a given 
subtrack, we design a fusion method that can combine common 
soft-biometric features extracted from several detections into 
a single one. In the remainder of this paper, fn represents 
the feature name, fval is the feature value, and fe is the 
confidence level. 

For binary symbolic features, the sum of confidence levels 
of all potential values is equal to 1. Thus, given the confidence 
level of one potential value, the confidence level for the 
other potential value can be inferred. When fusing symbolic 
features, the averaged confidence level for each potential value 
is computed and the one with the highest score is selected 
as the fused confidence level, and the corresponding value is 
the fused feature value. For scalar-valued and vector-valued 
features, the fused value is the weighted sum of all fvals, 

where the weights are the corresponding fe, and normalization 
is carried out to make the result lie in the range of [0, 1]. The 
fused confidence level is the average of all f es. 

Name Value Type 
HairColor Light, Dark Symbolic 
SkinColor Caucasian, Non_Caucasian Symbolic 

Height Centimeters Scalar 
Weight Kilograms Scalar 

BodyColor 1-D probability distribution Vector 
TorsoColor 1-D probability distribution Vector 
LegsColor 1-D probability distribution Vector 

TABLE I. SOFT-BIOMETRICS EXTRACTED FROM DETECTION. 

After soft-biometrics fusion, each subtrack is represented 
by a single set of soft-biometric features. The similarity of two 
subtrack is computed based on the similarity between common 
features for each feature type (symbolic, scalar, vector). For 
the symbolic features ( HairColor, SkinColor), if the symbolic 
value of the two features are the same then the similarity is the 
average of the two confidence levels. If the symbolic values 
are dissimilar, then the similarity is the maximum confidence 
level, as defined in Equ. (7). 

For the scalar-valued features (Height and Weight), we 
assume that the feature values are from a normal distribution 
with parameters f-L and 0'2. As the height accuracy is ±12.7em 
and the weight accuracy is ±9kg (learned by analyzing soft
biometrics extracted from previous data), we define the stan
dard deviation so that for the height P([fval - 12.7, fval + 

12.7]) = 80% and for the weight P([fval - 9, fval + 9]) = 
80%. For the accumulated probability to be equal to 80% the 
range should be (f-L - 1.280', f-L + 1.280'). Thus, the standard 
deviations are equal to 1.280' = 12.7 for height and 1.280' = 9 
for weight. The similarity score sim2 is defined as: 

(8) 

For the vector-valued features (BodyColor, TorsoColor, 
LegsColor), the Bhattacharyya Coefficient [19] is used to 
measure the similarity sim3, which approximates the amount 
of overlap between two probability distributions, as given in 
Equ. (9): 

n 
sim3(fvah, Jval2) = L J Jvalli x Jvab (9) 

i=1 

IV. EXPERIMENTAL RESULT S 

In order to evaluate the proposed model, five cameras (four 
indoor and one outdoor) are used to establish the desired non
overlapping setting, the topology is presented in Fig. 3 and 
sample frames from each camera is shown in Fig. 1. All the 
videos are taken during the same time period and each video 
is about 20 minutes in duration. The resolution is 704 x 480, 
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Fig. 4. Histograms of inter-class and intra-class similarities from two testing 
videos. Best viewed in color. "Intra" stands for tracks that contain the same 
target and "Inter" stands for tracks that contain different targets. 

the frame rate is 20fps. The number of participants involved in 
each video ranges from 7 to 10. This setting is very challenging 
for multi-camera tracking due to following reasons. (1) The 
outdoor camera view contains intense illumination changes, 
and there exists lighting variations for indoor camera views as 
well. This makes it unreliable to use a single transformation to 
map colors in a pair of cameras, such as BTFs. (2) The number 
of camera involved is greater than most of the previous work 
that normally use 2-3 cameras [6] [7]. In order to construct the 
reference set another set of data is used. It is collected under 
the same setting but with participants either not included in the 
testing data or they are included in the testing data but with 
very different clothes. There are about 10 reference targets in 
each reference set. 

A. Soft-biometrics verification 

As we use soft-biometrics to represent each target, the 
quality of soft-biometrics and the soft-biometrics similarity 
measurement are crucial for tracking. In the verification, for 
each video (captured in a single camera) we compute the 
similarity between any pair of tracks based on the proposed 
method, and these similarities are categorized into intra-class 
(tracks from the same target) and inter-class (tracks from 
different targets). The histograms for each category are plotted. 
Two sample plots are shown in Fig. 4. The plots suggest that 
most intra-class similarities are larger than most inter-class 
similarities and with a single threshold these two classes can 
be coarsely separated. Therefore, the soft-biometrics extracted 
from the same target have high degree of consistency. 
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Fig. 5. Comparison of the proposed methods and other baseline models. 

B. Tracking Results 

In this evaluation, our main focus is to associate tracks that 
contain the same target in different camera views given certain 
spatial-temporal constraints. We applied our reference set 
based appearance model with soft-biometric features (RefSet2) 
on the testing data. Three baseline models are presented for 
comparison: (1) Use the Bhattacharyya distance of holistic 
color histograms directly to measure the appearance similarity 
(Color). (2) Generate the appearance model based on the 
BTF model in [7] (BTF). (3) Our proposed reference set 
based appearance model with only holistic color histograms 
as features (RefSetl). 

In all our experiments, the length of subtrack is set to 
10 frames. For each model, various thresholds (ranges from 
0.2 to 0.6) are tested for the augmented cost matrix, and the 
best result is chosen. We hand labeled the ground-truth which 
consists of 220 track associations (there are 368 single camera 
tracks in total). Two metrics are used for evaluation, as defined 
in Equ. (10). The comparison is presented in Fig. 5. 

Error Match 
ErrorRate = -N ' MatchRate = -N (10) result GT 

where Error and Match are the number of incorrectly and 
correctly associated track pairs in the result, Nresult and NCT 
are the number of track associations in the result and the 
ground-truth respectively. 

It can be observed that when using the reference set based 
appearance model with the soft-biometric features, we achieve 
the highest match rate and the lowest error rate compared with 
all the baseline models. Compared with BTF, the RefSet2 
model increases the match rate by almost 30% and reduces 
the error rate by about 10%. Even with color histograms only, 
the reference set based appearance model (RefSetl) provides 
better performance than BTF in terms of both the error rate 
and the match rate. The comparison between RefSetl and 
RefSet2 demonstrates that the other soft-biometric features are 
complementary to color histograms and reduce ambiguities, as 
they capture the appearnce information that is overlooked by 
color histograms. It is worth noting that although the error rate 
is high even for RefSetl and RefSet2 (more than 50%), these 
results are obtained by using the appearance information only. 

As another kind of clue, motion information plays an 
important role in multi-target tracking. When a motion model 
that measures the walking direction of the target is integrated 
into the tracking system (RefSet2+Motion), the error rate is 
greatly reduced to about 30%. Also, with motion information 
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Fig. 6. Example tracking results. Best viewed in color. The first row is the results obtained by using BTF in [7], the second row is the results by the proposed 
reference set based appearance model (RefSet2). With the reference set, our method is able to match most of the targets where there exist drastic within camera 
and across camera illumination variations. The method in [7] fails to associate tracks that contain the same target under challenging conditions. 

our proposed method can correctly associate 90% track pairs in 
the ground-truth, which further demonstrates the effectiveness 
of our method. Comparison between BTF and RefSet2 on 
some challenging cases are presented in Fig. 6, which validates 
the robustness of our method. 

V. CONCLUSIONS 

In this paper, we propose a novel reference set based ap
pearance model for multi-target tracking in a camera network 
with non-overlapping FOVs. The proposed appearance model 
is easy to implement with zero parameters and requires no 
additional training process, yet provides promising results. 
The experimental results demonstrate the superiority of the 
combination of reference set based appearance model and soft
biometric features over other baseline models on a challenging 
real-world video data. This data set will be made publicly 
available in the future. 
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