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Abstract—The problem of person re-identification is to recog-
nize a target subject across non-overlapping distributed cameras
at different times and locations. The applications of person re-
identification include security, surveillance, multi-camera track-
ing, etc. In a real-world scenario, person re-identification is
challenging due to the dramatic changes in a subject’s appearance
in terms of pose, illumination, background, and occlusion. Exist-
ing approaches either try to design robust features to identify
a subject across different views or learn distance metrics to
maximize the similarity between different views of the same
person and minimize the similarity between different views of
different persons. In this paper, we aim at improving the re-
identification performance by reranking the returned results
based on soft biometric attributes, such as gender, which can
describe probe and gallery subjects at a higher level. Dur-
ing reranking, the soft biometric attributes are detected and
attribute-based distance scores are calculated between pairs of
images by using a regression model. These distance scores are
used for reranking the initially returned matches. Experiments
on a benchmark database with different baseline re-identification
methods show that reranking improves the recognition accuracy
by moving upwards the returned matches from gallery that share
the same soft biometric attributes as the probe subject.

I. INTRODUCTION

Person re-identification is a recognition task to match the
individuals across cameras in disjoint views. Often in surveil-
lance camera systems, person re-identification is desired for
practical purposes such as security monitoring. In addition,
person re-identification can facilitate other tasks. For instance,
tracking people in multi-camera systems may use the output of
person re-identification for across-camera track association [1].
In recent years, person re-identification has become a popular
research topic [2] [3] [4] [5] [6] [7] [8].

In practice, person re-identification is a challenging topic
and high recognition rate is difficult due to but not limited to
the following reasons:

• Low image quality. Normally the images captured by
surveillance cameras are of low resolution and image
noise level may be significant.

• Varying illumination. Since the images of a subject are
captured at different times and locations, the illumination
condition may change dramatically, which significantly
affects the appearance of the subject.

• Changing pose. In different camera views, the poses of a
subject may change arbitrarily due to the free movement
of the subject.

• Occlusion. The accessories associated with a subject such
as hat or suitcase may block part of the subject.

Fig. 1. Two sample re-identification results with top 5 returned matches
shown. Probe and gallery images are from two different camera views
from VIPeR database [2]. Due to large variations in pose, illumination and
background, the appearance of the subjects differs significantly in two views.
Green bounding boxes show the probe subjects and the returned subjects in
red bounding boxes are correct matches. In both cases, the correct matches
failed to appear at top 1. However, if soft biometric attributes (male for the
upper sample and carrying for the lower sample) are detected and used for
reranking, the correct matches will be moved to top 1.

In general the solutions to person re-identification fall
into two categories. In the first category, robust features are
designed and extracted from probe and gallery images and
matching is based on measuring the distance between the
probe and gallery images [2] [3] [4] [5]. However, due to sig-
nificant appearance change across cameras, extracting features
that are invariant to pose, illumination and occlusion is not an
easy task. Therefore, accurate recognition is very difficult. For
instance, the state-of-the-art performance is less than 30% for
rank 1 re-identification rate [9] on VIPeR database [2].

On the other hand, methods in the second category opt to
learn the optimal distance measure for the image pairs using
metric learning techniques [7] [6] [10] [11] [12] [13]. During
the learning process the intra-class distances (image pairs of
same subjects) are minimized while the inter-class distances
(image pairs of different subjects) are maximized.

Inspired by the idea of reranking that has been widely
applied in information retrieval [14] [15] [16] [17], we pro-
pose to use reranking as a post processing step to improve
the recognition accuracy upon the results by baseline re-
identification methods. In this paper, reranking is based on soft



biometric (SB) attributes. SB attributes can be considered as
semantic information and mining semantics or context from
image has become a popular topic [18] [19]. For instance,
SB attributes are used for face clustering in [20]. In re-
identification, although the returned gallery subjects may have
similar appearance to a probe subject, SB attributes such as
gender can be used to distinguish the correct match from
other confusing subjects, thus improving the re-identification
accuracy. Figure 1 shows two sample cases in which the
attributes male and carrying help to exclude some top returned
matches. In the proposed reranking method, SB attributes are
first detected and then SB distance scores are calculated using
a trained regression model. The SB distance scores are used
to rerank the initial re-identification results.

In the following, Section 2 describes the proposed reranking
method. In Section 3 the experimental results are reported. We
conclude this paper in Section 4.

A. Related Work

One way to tackle the challenge of re-identification is to
extract robust features from different camera views. Chen et
al. [21] use the pictorial structures to localize the human parts
and part-to-part correspondences are searched to match the
subjects. Farenzena et al. [3] extract features that account
for the overall chromatic content, the spatial arrangement and
the presence of recurrent local motifs to match individuals
with appearance variation. In [22], a model is learned in a
covariance metric space to select features based on the idea
that different regions for each subject should be matched
specifically. Gray et al. [23] use AdaBoost to select the most
discriminative features instead of using handcrafted features.
The re-identification is formulated as a ranking problem
with the development of an ensemble RankSVM (ERSVM)
in [24]. A two-step method is proposed in [25] by first using
a descriptive model to obtain an initial ranking which is
refined in the second step by a discriminative model with
human feedback. In [26], an attribute-centric and part-based
feature representation is learned to better discriminate visual
appearance of people in different camera views. Recently,
Zhao et al. [27] apply an adjacency constrained patch matching
scheme to establish dense correspondence between image pairs
and human salience is learned in an unsupervised manner to
weigh the matching for re-identification.

Another strategy is to use metric learning techniques. For
person re-identification, metric learning methods have been ex-
tensively studied in recent years. Hirzer et al. [6] propose a re-
laxed pairwise metric learning (RPLM) based on Mahalanobis
distance learning which takes advantages of the structure of
the data with reduced computational cost, achieving the state-
of-the-art with simple feature descriptors. In [10] a simple
yet effective method to learn the distance metric based on a
statistical inference perspective is proposed. Zheng et al. [7]
formulate re-identification as a relative distance comparison
(PRDC) problem which aims to maximize the likelihood that
the distance between a pair of images of the same person is
smaller than a pair of images of different people. The standard
metric learning techniques such as Large Margin Nearest

Neighbor (LMNN) [11], Information Theoretic Metric Learn-
ing (ITML) [13], and Logistic Discriminant Metric Learning
(LDML) [12] are also applicable to person re-identification.
In [28] a variant of LMNN is proposed by introducing a
rejection option to the unfamiliar matches (LMNN-R). In [29],
different visual metrics are learned for different candidate sets
instead of having a fixed metric to match all the subjects. Loy
et al. [30] propose an unsupervised manifold ranking using
unlabeled data and it is demonstrated that combining existing
metric learning methods with manifold ranking helps to boost
the recognition performance. A reference-based approach is
developed recently [8]. Instead of comparing two images from
different views directly, a reference set is used and reference-
based descriptor is generated to measure the similarity between
the probe and gallery images, achieving state-of-the-art perfor-
mance on VIPeR database [2].

The idea of reranking has been widely used in in-
formation retrieval to improve the initial ranking perfor-
mance [14] [15] [16] [17]. For example, web page reranking
is used to decide whether the sites returned by search engines
are highly linked or highly trusted [14]. In the application
of face image retrieval, the returned candidate face images are
reranked iteratively based on each candidate’s average distance
to the reference images [15]. In [16], features representing
images from different perspectives are combined to obtain a
reranking model to refine the initial rank for content based
image retrieval. For video searching, Yang et al. [17] explore
co-occurrence patterns to rerank the video search results.

II. TECHNICAL APPROACH

Figure 2 shows the system diagram of the proposed ap-
proach. The SB attributes are first detected from a probe image
using the trained attribute classifiers. In the next step, the SB
distances are computed between the probe and gallery images.
Using the SB distances, the initially returned ranked matches
are reranked to improve re-identification accuracy. Note that
the proposed reranking is independent of the choice of specific
person re-identification method. Therefore, it can be integrated
into any existing framework for person re-identification.

A. Feature Extraction
For feature extraction we follow the scheme in [24]

and [26]. Both color and texture features are extracted from

Fig. 2. System diagram of the proposed reranking approach. In parallel to
the re-identification process, the soft biometric (SB) attributes are detected
from the images. Based on the results of attribute detection, SB distance is
computed between a probe image and a gallery image. Using the SB distances,
the re-identification results are reranked.



Fig. 3. Examples of the 5 SB attributes used in this paper, including Backpack, Jeans, Carrying, Short hair, and Male. The subjects in two camera views
from VIPeR database [2] are shown.

the original images. Each image is divided into 6 equal sized
horizontal strips. For each strip, 8 color channels (RGB, HSV,
and YCbCr, V and Y both represent luminance so only one
channel is kept) and 21 texture feature channels (13 Schmid
filters and 8 Gabor filters) are used. The bin size for each
channel is 16, so the feature dimension for one image is
(8+21)×16×6 = 2784. The detail of the parameter settings
for feature extraction can be found in [24].

B. SB Attributes Detection

Five SB attributes with binary annotations are used, namely
backpack, jeans, carrying, short hair, and male. The ground
truth of these attributes for the VIPeR database [2], which
contains two camera views (CAM A and CAM B), are
provided by the authors of [26] 1. The selection of these
attributes is based on their distribution in the VIPeR database.
Although other attributes (e.g., sandals and skirt) are available,
due to their highly skewed distribution (i.e., only a small
number of subjects wear sandals), they are not used in this
paper. Table I summarizes the SB attributes used in this paper
and their corresponding counts in the VIPeR database from a
total number of 632 subjects. Figure 3 shows some examples
of these attributes from both camera views.

Attributes Backpack Jeans Carrying Short hair Male
# of subjects 229 221 173 308 309

TABLE I
SOFT BIOMETRICS ATTRIBUTES USED IN THIS PAPER. THE DATABASE

CONTAINS A TOTAL NUMBER OF 632 SUBJECTS.

The detection of the SB attributes is formulated as a binary
classification problem. Each attribute is associated with binary
labels 1 and 0. A value 1 for an attribute indicates the presence
of this attribute. We use Support Vector Machine (SVM) to
train the attribute classifiers. Linear kernel is used and the slack
variable C is chosen by cross-validation. Different classifiers
are trained for different SB attributes.

C. SB Distance Computation

Given a probe image and a gallery image, the goal is
to compute a score that represents the distance between
this image pair in terms of their similarity according to SB

1Available at http://www.eecs.qmul.ac.uk/˜rlayne/#bmvc attrs

attributes. Although the SB attribute labels are predicted using
the trained attribute classifiers, the predictions are prone to
error and inaccurate labels may adversely affect the reranking
process. Thus, instead of using predicted SB attributes directly,
we formulate the SB distance computation as a regression
problem.

To train the regression model, the SB distances between
pairs of images are calculated as target values using ground
truth annotations. We define SB distance between a probe
image and a gallery image by the weighted Hamming distance

d(X,Y ) =
1

K

K∑
i=1

wiI(X
A
i , Y

B
i ) (1)

where XA
i is the ith SB attribute of a probe image X from

CAM A and Y B
i is the ith SB attribute of a gallery image Y

from CAM B. I(·, ·) is an indicator function and it equals to
0 when values of an attribute (0 or 1) are the same for two
images and 1 otherwise. wi is a weighting parameter and it is
defined as the reciprocal of the training accuracy of the SVM
classifier for the ith SB attribute. K is the total number of
attributes and in our case K = 5. For a pair of images with
exactly the same attributes, the SB distance is 0. In such a way,
the SB distance between two images using multiple attributes
is represented by a single number.

The features corresponding to a target value for an image
pair (X from CAM A and Y from CAM B) are concatenations
from the probability outputs of SVM SB attribute classifiers
as an indication of the classification confidence
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[
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1 , X
A
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A
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B
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2 , . . . , Y B
K

]
(2)

where for instance XA
1 is the SVM probability output of the

first attribute for image X . For training, features from image
pairs of the same person are obtained and their SB distance is
0. Then the order of the images from one camera is randomly
shuffled to create image pairs of distinct persons with different
SB distance. The features and target values are used to learn
the regression model.

For re-identification, given a pair of images, first SB at-
tribute detection is performed and the probability outputs
are obtained and concatenated as in (2). The SB distance is
predicted using the learned regression model. In the implemen-
tation we use Support Vector Regression (SVR) to train the



Fig. 4. Illustration of the reranking process. In this case, the returned
results are first split into non-overlapping windows, each containing 3 subjects.
Reranking is performed using SB distances, subjects with the lower SB
distances are moved to front. Adjacent matches from different windows are
then reranked to output smooth results.

regression model. Since the feature dimension (5 + 5 = 10 in
our case) is significantly smaller than the number of samples,
we use Radial Basis Function (RBF) kernel to map the lower
dimensional features into higher dimensional space for better
discrimination.

D. Reranking

The reranking is based on an initially returned result using
a baseline re-identification method. Given a probe image, the
baseline method returns the top N best matches. The SB
distance between the probe image and the top N best matches
from gallery are calculated using the learned regression model.
Based on the SB distance, reranking is performed in local
non-overlapping windows first and then the adjacent matches
from neighboring windows are reranked to ensure smoothed
reranking output. Figure 4 illustrates how the returned matches
are reranked with a reranking window of size 3.

III. EXPERIMENTS

A. Database

The reranking is performed and evaluated using the VIPeR
database2, which is considered as one of the most challenging
benchmark databases for person re-identification [2]. The
database contains image pairs of 632 pedestrians. The images
were captured by two cameras with significant view change.
The view of person in CAM A spans from 0 degree to 90
degree and the view of person in CAM B changes from
90 degree to 180 degree. For each person, a single image
is available from each camera view. All of the images in
the VIPeR database are normalized to the size of 128 × 48.
Apart from the view change, other aspects such as changing
illumination conditions, cluttered background and occlusions
make this database very complicated.

2Available at http://vision.soe.ucsc.edu/?q=node/178

B. Parameter Settings
In our experiments we follow the experimental protocols

in the previous work [3] [10]. The image pairs are randomly
divided into two sets of 316 pairs each. One set is used for
training and the other is used for testing. In the testing, the
images from one camera are used as gallery data and images
from the other camera are the probes. The experiments are
performed 10 times and the average results are reported. To
train the SVM classifiers for attribute detection, the slack
parameter C is set to 1 as the cross-validation results show
that the classification accuracy is not sensitive to the value of
C. To train the SVR for SB distance prediction, γ in the RBF
kernel function is set to 0.1. For reranking, the local window
size is set to 3.

C. Baseline Methods
We use three methods as baseline re-identification methods

including Nearest Neighbor with Euclidean distance (L2), a re-
cently proposed metric learning-based method (KISSME [10])
and a popular multi-view analysis method - Canonical Corre-
lation Analysis (CCA) [31], which has been used for feature
transformation in person re-identification recently [9] [8].

D. Results of SB Attributes Detection
The SB attribute detection accuracy is shown in Figure 5.

The classification rates for male and short hair are lower
compared to the other three attributes carrying, jeans, and
backpack. Short hair is difficult to detect due to the small
discriminative regions involved and cluttered background that
confuses the classifier. From distance with low-resolution,
male is also a challenging attribute to be distinguished. For
appearance-related attributes such as carrying, jeans, and
backpack, the image regions accounting for these attributes
are larger and visually more noticeable, thus making them less
difficult to be detected. Carrying is the easiest among five SB
attributes to be detected since its salience is very outstanding
in the image.

E. Results of Reranking
Table II shows the comparison of re-identification rates

with and without reranking at different ranks using different

Fig. 5. Attribute detection accuracy for the 5 SB attributes used in this paper
(in %).



Rank→ r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7 r = 8 r = 9 r = 10 r=25 r=50 r=75 r=100
L2 7.5 10.4 12.6 14.2 16.1 17.4 19.3 20.8 23.1 24.1 30.7 45.6 56.1 66.7

L2+SB 7.9 11.1 13.6 14.6 16.1 18.4 19 21.9 23.1 24.7 31.4 45.6 56.4 67.1
KISSME [10] 18.6 30.1 38.2 45.5 50.3 53.8 56.6 59.4 60.7 62.3 77.5 90.1 93.3 96.8

KISSME [10]+SB 19.3 31.7 39.2 45.3 50.7 54.2 57.3 60.4 61.1 63.3 78.2 90.6 93.7 97.2
CCA [31] 14.6 22.7 28.8 31.9 37 42.4 44.9 48.1 50.3 52.2 74.1 87.3 91.7 94

CCA [31]+SB 15.5 22.5 29.1 34.2 37.7 42.1 45.9 48.8 51.3 52.2 74.7 87.6 91.7 94.3

TABLE II
THE COMPARISON OF THE TOP RANK RE-IDENTIFICATION RATES ON THE VIPER DATABASE USING DIFFERENT BASELINE METHODS WITH/WITHOUT

COMPUTED SB ATTRIBUTES FOR RERANKING (IN %).

baseline methods. Rates at top 10 ranks are shown as well as
the rates at higher ranks (25, 50, 75 and 100). At most ranks,
using reranking improves the re-identification accuracy for dif-
ferent baseline methods. Note that in this case the SB attribute
detection is not specifically optimized and for each attribute
the feature representations used for classification remain the
same. It is expected that by using more advanced features with
customization, the improved SB attributes detection will help
more in the reranking process. Figure 6 shows exemplar cases
in which reranking leads to improvement.

F. Discussion

The effectiveness of reranking depends on the accuracy of
SB attributes detection. As shown in Figure 5, the performance
of attribute classifiers is limited by the lowest classification
accuracy as 53% for short hair (slightly better than random
guess) and the highest classification accuracy for carrying
less than 75%. In this case, the inaccuracy of SB attribute
detection prevents larger performance gain in the reranking
process. If the annotated SB attributes are provided and used
for reranking, the performance improvement after reranking
would be more significant. Table III shows the reranking
results for top 5 ranks on the same database using the same
baseline methods. In this case the SB distance is computed
as the Hamming distance between the SB attributes of probe
and gallery images using the annotated attribute labels. As can
be seen from Table III, the performance gain after reranking
is more significant. Especially for more advanced methods
(KISSME [10] and CCA [31]), the re-identification rate at
rank 1 nearly doubles. The improvements from both Table II
and Table III suggest that either the predicted SB attributes
or human annotated SB attributes can be used to improve the
re-identification system performance. To further improve the
reranking results, it is desirable to select highly discriminative
SB attributes and to improve the SB attributes detection using
more robust features or classifiers.

IV. CONCLUSIONS

Person re-identification is an inherently difficult recogni-
tion problem due to the significant appearance change of
individuals captured by different cameras. In this paper, a
reranking method is proposed to improve the initially re-
turned re-identification results using existing re-identification
approaches. For reranking, soft biometric (SB) attributes are
used. As a higher level semantic descriptor, SB attributes can

Rank→ r = 1 r = 2 r = 3 r = 4 r = 5

L2 7.6 10 12.9 13.9 16.3
L2+SB 12 12.9 15.7 18.1 20.9

KISSME [10] 17.9 28.2 34.8 40.1 45.6
KISSME [10]+SB 32 34.5 42.9 49.2 49.4

CCA [31] 15 23.6 29.1 35.2 39.4
CCA [31]+SB 27.7 29.1 36.6 41.3 41.8

TABLE III
THE COMPARISON OF THE TOP 5 RE-IDENTIFICATION RATES ON VIPER

DATABASE USING DIFFERENT BASELINE METHODS WITH/WITHOUT
HUMAN ANNOTATED SB ATTRIBUTES FOR RERANKING(IN %).

be used to lower the ranks of the returned matches that are
visually similar to the probe subject but possessing different
SB attributes such as gender. The SB attributes are detected
using trained SVM classifier and then SB distance is computed
between a probe and a gallery image with a trained regression
model. The reranking is performed using the computed SB
distances. The proposed reranking approach is independent of
the re-identification method, thus, it is compatible and can be
integrated into any existing re-identification system. Experi-
ments on benchmark database show that the reranking process
helps to improve the re-identification rates at different ranks.
Future work involves improving the SB attribute detection
accuracy and selecting most discriminative SB attributes for
reranking.
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