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The area of disaster management receives increasing attention from multiple disciplines of research. A
key role of computer scientists has been in devising ways to manage and analyze the data produced in
disaster management situations.

In this paper we make an effort to survey and organize the current knowledge in the management and
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analysis of data in disaster situations, as well as present the challenges and future research directions.
Our findings come as a result of a thorough bibliography survey as well as our hands-on experiences from
building a Business Continuity Information Network (BCIN) with the collaboration with the Miami-Dade
county emergency management office. We organize our findings across the following Computer Science
disciplines: data integration and ingestion, information extraction, information retrieval, information

deci
ata analysis
nformation retrieval

filtering, data mining and

. Introduction

Disaster management has been attracting a lot of attention by
any research communities, including Computer Science, Envi-

onmental Sciences, Health Sciences and Business. The authors’
eam comes from a computer science background, and particu-
arly from the area of data management and analysis. When we
tarted working on the Business Continuity Information Network
http://www.bizrecovery.org/) we realized that it is hard to find
nformation on the existing research works on data management
nd analysis for disaster management. One of the main reasons is
hat such works have been published in a wide range of forums,
anging from Computer Science to Digital Government to Health
cience journals and conferences. Hence, we decided to take on the
ask of discovering and organizing all this knowledge in order to
eveal the state-of-the-art research. We studied multiple sources,
anging from journal publications to government reports, and met
ith local disaster management officials, in order to come up with
set of future research directions for Computer Scientists – specif-

cally from the areas of data management and analysis – that will
reatly benefit the disaster management community. That is, we

ake an effort to bridge basic research and practice in this domain.
The Federal Emergency Management Agency (FEMA) classi-

es disasters as Natural (e.g., earth-quakes, hurricanes, floods,
ildlife fires etc.) or Technological (e.g., terrorism, nuclear power
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sion support. We conclude by presenting specific research directions.
© 2010 Elsevier Inc. All rights reserved.

plant emergencies, hazardous materials etc.). Other classifica-
tion schemes exist, but whatever the cause, certain features
are desirable for management of almost all disasters (also see
http://grants.nih.gov/grants/guide/pa-files/PA-03-178.html):

• Prevention
• Advance warning
• Early detection
• Analysis of the problem, and assessment of scope
• Notification of the public and appropriate authorities
• Mobilization of a response
• Containment of damage
• Relief and medical care for those affected

Further, disaster management can be divided into the following
four phases: (a) Preparedness; (b) Mitigation; (c) Response; and (d)
Recovery. Mitigation efforts are long-term measures that attempt
to prevent hazards from developing into disasters altogether, or to
reduce the effects of disasters when they occur.

1.1. Disaster data management and analysis challenges

The importance of timely, accurate and effective use of avail-
able information in disaster management scenarios has been
extensively discussed in literature. An excellent survey and rec-

ommendations on the role of IT in disaster management were
recently composed by the National Research Council. Information
management and processing in disaster management are particu-
larly challenging due to the unique combination of characteristics
(individual characteristics appear in other domains as well) of the
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ata of this domain, which include:

Large number of producers and consumers of information
Time sensitivity of the exchanged information
Various levels of trustworthiness of the information sources
Lack of common terminology
Combination of static (e.g., maps) and streaming (e.g., damage
reports) data
Heterogeneous formats, ranging from free text to XML and rela-
tional tables (multimedia data is out of the scope of this paper)

The data that are available for disaster management consist of
he following:

News articles/announcements: these are mainly text data with
additional attributes on time and location, etc.
Business reports
Remote sensing data
Satellite imagery data and other multimedia data like video (out-
side the scope of this paper)

In addition to the content uniqueness, the data in disaster man-
gement are also having different temporal/spatial characteristics
nd they can be categorized into three different types: Spatial Data;
emporal Data; and Spatio-temporal Data.

.2. The role of information science disciplines in disaster
anagement

The management of disaster management data involves the
ntegration of multiple heterogeneous sources, data ingestion and
usion. Data may have static (e.g., registered gas stations) or stream-
ng (e.g., reports on open gas stations) nature.

The information analysis of disaster management data involves
he application of well-studied information technologies to this
nique domain. The data analysis technologies that we will review
or disaster-related situations are:

Information extraction (IE): disaster management data must be
extracted from the heterogeneous sources and stored in a

common structured (e.g., relational) format that allows further
processing.
Information retrieval (IR): users should be able to search and locate
disaster-related information relevant to their needs, which are
expressed using appropriate queries (e.g., keyword queries).

Fig. 1. Data flow in disa
nd Software 83 (2010) 1701–1714

• Information filtering (IF): as disaster-related data arrives from the
data producers (e.g., media, local government agencies), it should
be filtered and directed to the right data consumers (e.g., other
agencies, businesses). The goal is to avoid information overload.

• Data mining (DM): collected current and historic data must be
mined to extract interesting patterns and trends. For instance,
classify locations as safe/unsafe.

• Decision support: analysis of the data assists in decision-making.
For instance, suggest an appropriate location as ice distribution
center.

Fig. 1 shows how IE, IF, IR, DM technologies fit into the disas-
ter management information flow process. IE, IF, IR and DM have
been studied extensively in the past. In this paper, we survey the
ways they have been applied to disaster management situations. A
challenge of this survey is that to collect this information we had to
do a literature survey of multiple research communities, including
Computer Science, Business, Healthcare and Public Administration.

To limit the scope of the project we only study textual data, that
is, we do not consider multimedia data. Management and analysis
of multimedia data generally involves converting to textual knowl-
edge using specialized techniques, and after that this knowledge is
processed similarly to the textual data, as explained in this paper.

The rest of the paper is organized as follows. Section 2 discusses
some of the intricacies of the workflow in disaster manage-
ment situations, which we learned from our interaction with
government and private agencies during our Business Continuity
Information Network (BCIN) project. Sections 3–8 present the dis-
aster management-related challenges and proposed solutions in
the areas of data integration, Information Extraction, Information
Retrieval, Information Filtering, Data Mining and Decision Sup-
port, respectively. Section 9 discusses our experiences in creating
a Business Continuity Information Network for disaster manage-
ment. Section 10 discusses future research directions. Finally, we
conclude in Section 11.

2. Disaster management in practice and available tools

2.1. Disaster management workflow
There are different types of communities that require disaster
data management tools and systems to report on the current situa-
tion, share infrastructure and resource data, and exchange other
emergency communications. From the perspective of the emer-
gency management community, organizational actors include the

ster management.
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ounty emergency management offices, partnering agencies like
olice and fire departments, transportation departments, utility
epartments, and other critical private infrastructure like state-
ide energy companies. Emergency management departments

ollow incident command systems standards like the National
ncident Management System that provides protocols and pro-
esses for control, coordination and communication among the
bove mentioned agencies with jurisdiction that typically respond
o a disaster event.

Emergency management departments use software systems to
acilitate execution of their incident command systems and interact
sing intradepartmental, interdepartmental and external organiza-
ion information sharing tools. The information shared is typically
hort unstructured messages with occasional tabular data, and is
ften encoded as PDF or Word documents. For example, a message
ould be “Points of Distributions (PODS) for ice and water will be
pen at 7 am tomorrow morning at the following locations through-
ut the county”. The format of these messages is very limited in
tructure since the incident command system protocols do not try
o engineer how to respond to a specific disaster type, but ensure
hat the participating departments and agencies follow a specific
rotocol and chain of command.

In a large-scale disaster like a hurricane, a disaster management
ystem records near-real-time situation reports from hundreds
f sources. As prescribed by incident command systems, typi-
al reports include an incident action plan and situation report.
hese reports are generated by the participating agency and county
ivision and provide information concerning the goals of the
esponding agency during the reporting period, the actions taken
o achieve these goals and what was actually achieved. For exam-
le, when the county emergency operations center is activated

n advance of a hurricane threat, the regional water management
gency may report in an incident action plan that it is monitoring
recipitation and canal levels to mitigate flood risk while report-

ng in the situation report what the recorded precipitation and
anal water levels are and how that may affect the community. The
ranch director reviews and summarizes these reports from each
gency and produces a summary report that is forwarded to the
perations director. The operations director combines each branch
eports to produce an overall situation report for the incident
ommander. Tools are used to record such response and recov-
ry actions to apply and receive federal disaster recovery funds.
ther communications mechanisms are used to transmit and doc-
ment situational status such as e-mails, mailing lists, faxes and
ven paper.

For the private sector, maintaining a business continuity (or dis-
ster recovery) plan insures the organization is considering the
isks that may impede the continuity of operations and defines spe-
ific actions to mitigate these risks. Based on the type of disaster
vent and the amount of effort invested, the business continu-
ty plan provides guidance on what steps the business continuity
eam will take based on the phase of the disaster event. Busi-
ess continuity teams are responsible to prepare the appropriate
ommunications and reports on situational status and prepara-
ion/response measures prescribed by the business continuity plan
o management and employees. For instance, an organization may
stablish a set of assessment tasks to be conducted prior to 72 h of
hurricane landfall. Employees may be required to update contact

nformation and provide operational status, vendors contracted
or special disaster recovery services are placed on stand-by, non-
ssential equipment is moved out of harm’s way.
.2. Available disaster management tools

Providing a complete record of the event, of all actions, deci-
ions, and resulting situational timeline is still a challenge, whether
nd Software 83 (2010) 1701–1714 1703

following an event in progress, or trying to reconstruct event
actions after a disaster for evaluation. The approaches and the tools
used for information sharing vary based on the mission and scale
of the participating agencies. States have developed in-house tools
for information sharing, but commercial tools are also used. Emer-
gency Management departments located in large urban areas have
access to more resources to acquire commercial software system
such as Web EOC and E-Teams. DHS has developed a free Disaster
Management Information System that is available to county emer-
gency management offices. These products provide an effective
computer based report/document sharing environment for county
emergency management and participating agencies. Other lead-
ing and notable efforts include: The Florida Disaster Contractors
Network is a web accessible database deployed in Florida by FEMA
and the State of Florida in the aftermath of Hurricane Wilma to
help citizens locate a contractor for home and business repairs;
The National Emergency Management Network is a tool to allow
local governments share resources and information about disaster
needs; The RESCUE Disaster Portal is a web portal for emergency
management and disseminating disaster information to the public;
Sahana is a disaster and resource management tool for base camp
humanitarian aid, communication and coordination.

These useful situation-specific tools store reports, provide query
interfaces and GIS capabilities to search for reports and visualize
results, and have several canned queries and views that help to sim-
plify the users’ interaction. The primary goal of these systems are
message routing, resources tracking and document management
for the purpose of achieving situational awareness, demonstrating
limited capabilities for automated aggregation, data analysis and
mining.

Unlike most US counties that are mandated by the federal
government to have a county emergency management plan and
demonstrate their ability to address disasters, there are very few
industries that are regulated to maintain a disaster recovery or
more broadly speaking a business continuity plan. Such indus-
tries that are regulated are financial institutions such as banks and
energy productions facilities like nuclear power plants. Many stud-
ies have shown that the vast majority of businesses in the US do
not have a business continuity plan (Office Depot Brochure, 2007).
As a result of the US 911 Commission, the Department of Home-
land Security is developing a Voluntary Private Sector Preparedness
Accreditation and Certification Program to help the business com-
munity become more prepared for disasters (Voluntary Private
Sector Preparedness Accreditation). It is unclear how the business
community will receive this program and how the program will
motivate the business community to act.

There are quite a large number of tools available to assist
the business community plan for a disaster event. These soft-
ware tools range from simple document templates and online web
questionnaires to sophisticated, multi-user workflow and docu-
ment management systems. The State of Florida provides a free
web-based tool at www.floridadisaster.org, which through a ques-
tionnaire helps business operators assess their risks, and advises
on actions to take to improve their readiness for a disaster event.
A similar but more comprehensive tool is provided by the Institute
for Business and Home Safety and their Open for Business program,
providing educational materials, workbook, and website support. A
plethora of stand-alone business continuity programs exist which
provide businesses with process support for different continuity
planning standards and techniques.

The Business Continuity and Disaster Recovery Associates

provide a website (Business Continuity and Disaster Recovery
Associates) which provides a listing of business continuity planning
and disaster recovery planning software and services. In addi-
tion, the site maintains a list of sample business continuity and
disaster recovery plans. Websites like these provide a good start-

http://www.floridadisaster.org/
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ng point to developing a business continuity plan. The Strohl
ystems Group produces a variety of software systems of value to
usiness continuity planners and continuity team support. Their
roducts range from Incident Commander, incident command sys-
em based on WebEOC to Notifind, a system designed to locate
our key employees. Such programs provide the continuity man-
ger with a set of tools that can be used to allow a company’s
ey employees to simultaneously report on critical information
nd actions taken as prescribed by the company’s continuity plan.
he Disaster-Recovery-Plan Group sells business continuity prepa-
ation software and a business continuity toolkit consisting of
hecklists, questionnaires, and auditing processes.

However these tools function as if the business operates on an
sland and does not account for broader community interaction

ith other businesses and county organizations. Further these tools
o not allow for the integration of real-time information on the
onditions resulting from a disaster and typically focus on distill-
ng processes into action checklists. Decision support is achieved by
he effective routing of messages and document sharing in support
f continuity planning and execution. These tools do not provide
ophisticated IE, IR, IF and DM techniques needed when consider-
ng how tens of thousands of may interact with their key employees,
ach other via the supply chain and with county, state and federal
rganizations. Of particular interest to the authors is how to pro-
ide new types of tools that leverage business continuity plans and
reparation software? Requirements for the development of such
ommunity tools are presented in later sections of this document.

. Data integration and ingestion in disaster management

Data integration is the process of combining data residing at dif-
erent sources and providing the user with a unified view of these
ata (Lenzerini, 2002). This process emerges in a variety of situa-
ions both commercial (when two similar companies need to merge
heir databases) and scientific (combining research results from dif-
erent bioinformatics repositories). The problem of data integration
ecomes more critical as the amount of data that need to be shared

ncreases.
By data ingestion, we mean the process of inserting to a sys-

em data, which is coming from multiple heterogeneous sources.
calability is an important issue in data ingestion, since the flow of
nformation may be very high during the time of a critical event.

.1. Challenges of data integration and ingestion in disaster
anagement

Disaster data are extremely heterogeneous, both structurally
nd semantically, which creates a need for data integration and
ngestion in order to assist the emergency management officials in
apid disaster recovery whenever disasters occur. Disaster data to
e collected and integrated for analysis and management can be
i) information such as incident action plans and situation reports;
ii) damage analysis reports; (iii) geographic data and open/closure
tatus about roadways/highways/bridges and other infrastructure
uch as fuel, power, transportation, emergency services (fire sta-
ions, police stations, etc.), schools, and hospitals; (iv) logistics data
bout vehicles, delivery times, etc.; (v) communication and mes-
age data; (vi) financial data needed to manage the collection and
istribution of donations; and (vii) data in blogs (Naumann and
aschid, 2006; Saleem et al., 2008). All these data are in many dif-
erent formats, have varied characteristics, and are available from
ifferent sources. Further, such data is often uncertain. Wachowicz
nd Hunter (2005) examined the uncertainty in the knowledge dis-
overy process in disaster management and discussed approaches
or addressing the uncertainty. The availability of such data poses
Fig. 2. Key components of data integration and ingestion for disaster data manage-
ment.

a challenge for the design and development of effective strategies
for data acquisition, ingestion, and organization. The key to derive
insight and knowledge from the heterogeneous disaster-related
data sources is to identify the correlation of data from multiple
sources (Foster and Grossman, 2003).

Hence, technologies are needed for data integration and inges-
tion so that it is possible to query distributed information
for disaster management. A disaster data management (DisDM)
system was proposed to address the needs and requirements
for information integration and information sharing solutions
(Naumann and Raschid, 2006). There are two main challenges for
the design of DisDM, namely how to enable automation and vir-
tual integration for data management. While there is research work
attempting to develop solutions for these challenges, researchers
are still seeking an adaptive, flexible, and customizable solution
that can be quickly deployed and evolved with the phases of the
disaster (Naumann and Raschid, 2006).

3.2. Proposed solutions for data integration and ingestion in
disaster management

To be able to handle the heterogeneous disaster data from
multiple sources/formats including databases, documents, Web,
e-mails, reports, etc., effective and efficient solutions are needed
to address the data integration and ingestion issues. The solutions
can be categorized into three main components that interact with
one another, namely to employ disaster management dataspaces,
ontology and semantic Web technologies, and organization coor-
dination and communication middleware. As shown in Fig. 2, the
disaster management dataspaces are established to acquire, ingest,
organize, and represent the heterogeneous data. Once the datas-
paces are established, the ontology and semantic Web component
and the organization coordination and communication middleware
component interact with each other to overcome the problem of
semantic heterogeneity and to ensure the optimal provision of
disaster-related information for fast decision-making in a highly
coordinated manner.

3.2.1. Employing disaster management dataspaces
Disaster management requires methodologies for data aggre-

gation of the aforementioned disaster-related data. Toward such

a demand, the concept of Disaster Management Dataspace is
established based on methodologies for disaster-related data
acquisition, ingest, organization, and representation (Saleem et
al., 2008). A dataspace is a loosely integrated set of data sources,
where integration occurs on a need-based manner (Franklin et
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l., 2005). However, how to handle interrelated static and/or real-
ime disaster-related data in Disaster Management Dataspace is
challenge. Saleem et al. (2008) propose models for pre-disaster
reparation and post-disaster business continuity/rapid recovery,
hich employ Disaster Management Dataspace as a key compo-
ent for data aggregation. The proposed model is utilized to design
nd develop a Web-based prototype system called Business Conti-
uity Information Network (BCIN) system. BCIN system facilitates
ollaboration among local, state, federal agencies, and the business
ommunity for rapid disaster recovery.

.2.2. Employing ontology and semantic Web technologies
Another effort is to explicate knowledge by means of ontolo-

ies to overcome the problem of semantic heterogeneity (Klien
t al., 2006). Their approach combines ontology-based metadata
ith an ontology-based search on geographic information to be

ble to estimate potential storm damage in forests. As mentioned
arlier, the disaster-related data are extremely heterogeneous and
ifferent vocabulary could be used in different data sources. The
eason why ontologies are employed is that they can be used to
dentify and associate semantically corresponding concepts in the
isaster-related information so that the heterogeneous data can
e integrated and ingested. In the context of ontologies, issues
rise when integrating the disaster-related data that are described
n different ontologies is needed. Since Semantic Web promises

machine-understandable description of the information on the
eb, Michalowski et al. (2004) proposed to apply the Semantic
eb technology so that a Semantic Web-enabled disaster man-

gement system can be developed. Such a system allows efficiently
uerying distributed information and effectively converting legacy
ata into more semantic representations. The authors proposed a
unning application called Building Finder that allows the users to
nd information about the affected area, including street names,
uildings, and residents in the Semantic Web-enabled disaster
anagement systems.

.2.3. Employing organization coordination and communication
iddleware

Furthermore, the optimal provision of disaster-related informa-
ion for fast decision-making in a highly coordinated manner is
lso critical. In Meissner et al. (2002), the design challenges for an
ntegrated disaster management communication and information
ystem during the response and recovery phases when a disaster
trikes are discussed. The authors proposed a multi-level hierarchy
hat enables both intra and inter organization coordination in their
roposed integrated disaster management system. The hierarchy is
eeded since the system must be able to provide relevant data for
post-disaster lessons learned analysis and for training purposes.

n addition, the authors proposed the use of XML as a standard
ata interchange format due to the fact that XML documents are
apable of containing all required information, from simple mes-
ages to complex maps (Meissner et al., 2002). A similar effort to
ddress the data integration and ingestion issue via communication
iddleware was presented by Foster and Grossman (2003). They

eveloped a distributed system middleware to allow distributed
ommunities (or virtual organizations) to access and share data,
etworks, and other resources in a controlled and secure manner

or applications such as data replication for business recovery and
usiness continuity.
. Information extraction in disaster management

Information extraction (IE) is the discipline whose goal is to
utomatically extract structured information, i.e., categorized and
ontextually and semantically well-defined data from a certain
nd Software 83 (2010) 1701–1714 1705

domain, from unstructured machine-readable documents. Usually,
the goal is to populate tables, given a set of text documents.

4.1. Challenges of information extraction in disaster management

Information extraction (IE) is a type of knowledge discovery,
whose goal is to automatically extract structured information –
typically to be stored in a table – from unstructured documents.

From our experience with interacting with local and federal
disaster management agencies, we have found that most of the
available information is stored and exchanged in unstructured doc-
uments (Adobe pdf or Word files). For instance, each organization,
like the Miami-Dade Emergency Office, the Coast Guard, the Fire
Department, and so on, publishes a status report every few min-
utes or hours following a disaster event. Many of these reports
have no predefined format, although typically the same organiza-
tion follows a similar format for all its reports. Hence, it is feasible to
automate IE if all the sources (organizations) are known in advance.
However, when new sources appear in an ad hoc manner, it is
necessary to have a human-in-the-loop to achieve high-quality IE.

As claimed in the excellent survey of Ciravegna (2001), it is
widely agreed that the main barrier to the use of IE is the diffi-
culty in adapting IE systems to new scenarios and tasks, as most of
the current technology still requires the intervention of IE experts.
Porting IE systems means coping with four main tasks: (a) adapting
to the new domain information: implementing system resources,
such as lexica, knowledge bases; (b) adapting to different sublan-
guages features: modifying grammars and lexical so to enable the
system to cope with specific linguistic constructions that are typi-
cal of the application/domain; (c) adapting to different text genres:
specific text genres (e.g., medical abstracts, scientific papers, police
reports) may have their own lexis, grammar, discourse structure;
(d) adapting to different types: Web-based documents can radically
differ from newspaper-like texts, because of the existence of hyper-
links, which can be leveraged for ranking (Brin and Page, 1998) or
IE: we need to be able to adapt to different situations.

4.2. Proposed solutions for information extraction in disaster
management

4.2.1. General IE state-of-the-art
There has been a large corpus of work (Cowie and Lehnert, 1996;

Soderland, 2004) on general IE systems. Wrappers are used before
the IE patterns are applied on text documents like HTML pages
(Kushmerick, 1997; Eikvil, 1999). IE patterns are typically user-
specified parsing rules that define how to parse sentences to extract
the desired structured (tabular) information. IE has been recently
partitioned to Closed and Open IE. Cafarella et al. (2008) provides
a recent overview of the IE area.

Closed IE requires the user to define the schema of the extracted
tables along with rules to achieve the extraction. The recent work
of Jain et al. (2007) shows how IE systems can be used to efficiently
answer queries on documents. Open IE (Etzioni et al., 2008) gener-
ates RDF-like triplets with no input from the user. An RDF triplet
is a knowledge representation model, e.g. (Gustav, is category, 3). A
drawback of Open IE is that it leads to a huge number of triplets,
which complicates the execution of structured queries. Another
limitation of Open IE is that due to its lack on user input, it is not-
focused. In all fully-automated IE systems, there are considerable
precision and recall limitations.

Fig. 3 shows a general sequence of steps used in IE. The free text

is first split to tokens (e.g., words). Then, these token are converted
to entities (e.g., phrases) using a lexicon. Then, these entities are
parsed and mapped to the entities of the IE rules (domain patterns).
The final output is a set of tuples (records) that are used to populate
relational tables.
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Fig. 3. General IE steps.

Table 1
Facts from Fig. 4.

Disease Location Victims

Ebola Gulu and Masindi 26 infected
Gulu and Masindi 15 dead

4

a
e
i
s
w
m

O
l
a
c
t
U
r
s

i
t
n
r
e
i
t
e

(
a

cal ontologies for searching medical records. These ideas could be
Gulu and Masindi 7 sick
Masindi 3 sick
Gulu 4 sick

.2.2. Customization to disaster management scenarios
Surdeanu and Harabagiu (2002) propose an IE system that can

dapt to various domains by improving the handling of corefer-
nce of traditional IE systems. For instance, if “Michigan” appears
n the same context as “Michigan Corp.”, then “Michigan” is con-
idered to be an organization and not a location. Even though this
ork is not entirely targeted to disaster scenarios, they use disaster
anagement as their case study.
Huttunen et al. (2002) focus on Nature (Infectious Disease

utbreak and Natural Disaster) scenarios and present the chal-
enges in delimiting the scope of a single event for this domain,
nd organizing the events into templates. First, the events, or
omponents of events, seem to be much more widely spread in
ext, or scattered, in the Nature scenarios than in the Message
nderstanding Conference (MUC) tasks. Second, they interlock and

elate to each other in complex ways, forming inclusion relation-
hips.

For instance, the text of Fig. 4 should be translated to the facts
n Table 1. However, this list of facts does not reflect the informa-
ion in the text, since the structure and relationship between these
umbers is lost. They tackle this problem by detecting inclusion
elationships. For instance in Fig. 4 adding 15, 4, and 7 gives 26,
ven if the number 26 was not explicitly specified in Fig. 4. The
nclusion problem here is to understand that the infected include
he dead and the sick. They also create a separate incident for each

vent.

For the topic of Terrorist Attacks, investigated under MUC-3
1991) and MUC-4 (1992), a system has to find terrorist incidents,
nd for each incident extract the place and time of the attack, a

Fig. 4. Example of a disease outbreak
nd Software 83 (2010) 1701–1714

description of the victims, the responsible party, and the weapon
used in the attack.

Grishman et al. (2002) present a case study of IE for infectious
disease outbreaks based on the scenario customization algorithm
presented in Yangarber and Grishman (1997). Yangarber and
Grishman (1997) requires the user to input a few examples of IE, by
indicating how some text fragments of interest would be mapped
to tabular data. The system then automatically creates matching
patterns from these examples.

5. Information retrieval in disaster management

Information retrieval (IR) (Salton and McGill, 1986) is the sci-
ence of searching for documents relevant to a user query. The query
is usually expressed as a set of keywords, and the documents are
returned as a ranked list, ordered by decreasing relevance.

In traditional IR, documents are ranked based on a tf·idf ranking
function, that is, a function that depends on the term frequency (tf)
and the inverse document frequency (idf) of the query terms in the
documents. tf denotes the number of occurrences of a term in a
document – higher tf leads to higher score – and idf is proportional
to the inverse of the number of documents that contain the term
– higher idf is better because it means that the term is more infre-
quent in the data corpus. More recent IR work on searching the
Web (PageRank (Brin and Page, 1998)), considers the hyperlinks
between the Web pages as another ranking factor, where pages
with more incoming hyperlinks generally receive higher score.

5.1. Challenges of information retrieval in disaster management

The challenges in IR for disaster management are similar to the
ones for IE. In addition to the challenges discussed in Section 4.1,
a challenge comes from the way data is stored in a disaster man-
agement system. In particular, there is a combination of static (e.g.,
addresses of gas stations) and streaming (e.g., reports, 911 calls)
data. The IR system must be able to seamlessly combine them in
order to provide high-quality of results. For instance, the inverse
document frequency (idf) must be computed using both static and
streaming sources; possibly different weight should be assigned to
more recent events. In addition to the quality challenge, achieving
efficient (fast response times) query answering is hard. Traditional
IR systems rely on a periodically updated inverted index. In con-
trast, the most recent data must be readily available for querying
in disaster management scenarios.

Another challenge is the personalization of the query results
given the role or profile of the user. There has been work on per-
sonalized Web Search (Liu et al., 2004), which can be the basis
of this effort. A key unique opportunity for disaster management
personalized IR is the domain knowledge. That is, disaster man-
agement ontologies and rules can be employed to guide the IR
process. Semantic Web technologies could be of great help here.
For instance, a domain ontology may connect the terms “hurri-
cane” and “storm”, which will allow appropriately expanding a user
query. Farfán et al. (2009) presents a technique to leverage medi-
carried in the disaster domain, if comprehensive ontologies were
available.

Moreover, an important parameter for the disaster manage-
ment domain is time, which should receive special attention. For

report (Huttunen et al., 2002).
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nstance, old information tends to generally be of little importance
n disaster management. Finally, novel domain-specific relevance
eedback techniques must be studied. Current relevance feedback
echniques typically expand the query by adding the most frequent
erms from the top result documents. Spatio-temporal factors,
hich are critical in disaster situations, should be incorporated in

he relevance feedback schemes.

.2. Proposed solutions for information retrieval in disaster
anagement

.2.1. IR exploiting ontologies in disaster management
The need for disambiguation and standardization of disaster

anagement terminology has been discussed by the early work of
Mondschein, 1994), where the focus is to support environmental
mergency management systems. Interestingly, they support that
he terminology issue is particularly challenging when the authori-
ies communicate the environmental plans with the citizens, given
hat technical terms are not understood by citizens.

Klien et al. (2006) present a methodology to use ontologies to
mprove the quality of IR on Web Services. Their case study involves
ocating Web Services for estimating storm damage in forests. They
se an ontology as follows. First, a shared vocabulary is created
or the domain. Then, the Bremen University Semantic Translator
or Enhanced Retrieval (BUSTER) (Vögele et al., 2003) is used to
uild an ontology and use it to expand the query results accord-

ngly.
Clearly, the major obstacle in applying such ontology-assisted

R techniques is the construction of a high-quality domain ontol-
gy. Hence, it is imperative that a disaster management ontology
s created. Halliday (2007) discusses the current efforts towards
his direction. W3C has an active Wiki on this topic, although little

aterial is available at the time this paper is written.

.2.2. IR on mobile devices for disaster management
Generally, research efforts on Information Retrieval on mobile

evices are focusing on the following three aspects:

(i) Utilizing context information where the context information
includes location, personal profiles, time of day, schedule and
browsing history. In disaster management, since the users
are generally “mobile”, the location information is often very
important. Gravano et al., 2003 study the problem of location-
based search.

(ii) Improving the input. For example, Buyukkokten et al. (2000)
improve the keyword input problem for mobile search by pro-
viding site-specific keyword completion; and indications of
keyword selectivity within sites.

iii) Improving the search results presentation. The techniques for
improving search results presentation can be briefly catego-
rized into two groups (see Chen et al., 2005; Wobbrock et al.,
2002; Borning et al., 2000): transforming existing pages and
generating new formats that are adapted to mobile display.

Hanna et al. (2003) present a framework to facilitate robust
eer-to-peer IR on a distributed environment of mobile devices,
ith an application to disaster management. The motivating sce-
ario is to allow emergency workers to access large collection of

iterature and documents (e.g., medical algorithms, maps, chemi-
al hazard sheets, field manuals, area information) on-scene using

etworked mobile computers.

Arnold et al. (2004) survey the requirements and achievements
f IR systems in out-of-hospital disaster response. In addition to
he need for robust wireless transfer of the retrieved data, privacy
s also critical in this scenario, and hence encryption techniques are
nd Software 83 (2010) 1701–1714 1707

necessary. A more recent article (Rosen et al., 2002) also discusses
the importance of mobile, robust and secure IR in medical care.

5.2.3. Application of semantic web technologies
In contrast to traditional IR, where a query is evaluated against

a collection of documents, the Semantic Web promises to provide
higher quality of retrieved information. In particular, the vision is
that the query will be expressed in a semantic language, and a
software agent will consult ontologies, knowledge bases (e.g., RDF-
based) and available Web Services to locate the information that
best answers the query.

A key challenge in realizing this vision is converting currently
available knowledge into formal semantics (RDF). An example of
such a project, which can be applied to disaster management sce-
narios, is Building Finder (Michalowski et al., 2004), which helps
users obtain satellite imagery, street information, and building
information about an area. Building Finder combines information
from various Web Services like Microsoft’s Web service Terra-
Service (http://terraserver-usa.com). However, note that Building
Finder can only accept location-based queries and not keyword-
based as is common in IR. Kaempf et al. (2003) is another such
project for flood management. They describe a methodology for
building a flood-related ontology. Chapman and Ciravegna (2006)
also employed semantic web and natural language technologies for
emergency response. The First International Workshop on Agent
Technology for Disaster Management discusses agent technologies
in disaster management. Neches et al. (2002) presents a framework
to combine Geo-spatial data and retrieved document collections in
order to provide situation awareness in disaster situations. How-
ever, this work does not provide any details on the implementation,
which means that most probably traditional tf·idf retrieval tech-
niques were used.

5.2.4. Create topic hierarchies
Troy et al. (2008) present their experiences in building a local

resource database of suppliers providing physical, information and
human resources for use in disaster response. The wide variety
of information in the database requires a systematic method for
categorization that facilitates effective information searching and
retrieval. The system directory provides a hierarchical structure for
all data and information as recommended by Turoff et al. (2003).
The taxonomy contains more than 8000 terms that are organized
into a hierarchical structure that shows the relationships among
terms. There are 10 service categories: Basic Needs, Consumer Ser-
vices, Criminal Justice and Legal Services, Education, Environmental
Quality, Health Care, Income Support and Employment, Individual
and Family Life, Mental Health Care and Counseling, and Organiza-
tional/Community/International Services. Each category is broken
down into increasingly specific levels.

6. Information filtering in disaster management

6.1. Overview of IF

According to Wikipedia, an Information filtering system is a sys-
tem that removes redundant or unwanted information from an
information stream using (semi)automated or computerized meth-
ods prior to presentation to a human user. Its main goal is the
management of the information overload and increment of the
semantic signal-to-noise ratio.

Information filtering is a function to select useful or interesting

information for the user among a large amount of information. In
general, IF systems filter data based on (a) the similarity between a
user profile and the textual content of an event and (b) the user rel-
evance feedback, that is, if a user likes an event then similar events
should also be forwarded to that user.

http://terraserver-usa.com/
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Table 2
An example of a template for the Kobe earthquake (Lee and Bui, 2000).

What Have the rescue team in as soon as possible
Why Rescue those in need of help
Where Anywhere
Who Military or Firefighters or Coast Guard or any

other groups nearby trained for emergencies
When Any Disaster where people need to be rescued
How Contact (the list of potential rescue parties)
Activity decomposition Direct communication, Block a road, Arrival

with equipments needed
Resource Required Heavy equipments
Success or failure Failed
Reasons Too late notice, blocked road, initial arrival
708 V. Hristidis et al. / The Journal of Sys

IF has many similarities to IR. The key differences are that (a) in
F the data is streaming and (b) in IF the query is the user profile. A

ore detailed comparison of IR anf IF is available in the influential
aper of Belkin and Croft (1992).

General-purpose IF systems include Tapestry and INFOSCOPE. In
apestry (Goldberg et al., 1992), this problem is handled by using
cooperative information filtering”; specifically, users cooperate by
ecording their opinions of information entries that they read. In
ddition, in INFOSCOPE (Stevens, 1992), the usage patterns of indi-
idual users are recognized, and information content evaluation is
erformed by rule-base agents. Autodesk (Baclace, 1992) learns the
ser profile by exploiting user feedback.

Recommender systems, as defined in Wikipedia, are active
nformation filtering systems that attempt to present to the user
nformation items (movies, music, books, news, web pages) the
ser is interested in. These systems add information items to the

nformation flowing towards the user, as opposed to removing
nformation items from the information flow towards the user. Rec-
mmender systems typically use collaborative filtering approaches
r a combination of the collaborative filtering and content-based fil-
ering approaches, although content-based recommender systems
o exist.

.2. Challenges of information filtering in disaster management

The challenges of IF in disaster management data have many
imilarities with the challenges in IE and IR described in Sections
.1 and 5.1, respectively. In addition to those, when a large-scale
isaster happens, the problem of information flood can be very seri-
us because a great deal of information occurs in a short time and
s sent to a person or an organization that is responsible for manag-
ng the situation (Atoji et al., 2004). The order in which information
rrives is not necessarily that in which events occur. Thus, an ordi-
ary communication system cannot ensure fast analysis of causal
elations, leading to a risk of misjudgment. Also, the consumer of
he filtered data in a disaster environment has limited time to digest
he produced data, in contrast to other IF applications like news
ltering.

.3. Proposed solutions for information filtering in disaster
anagement

.3.1. Filtering tagged data
Atoji et al. (2004) uses a semi-structured message format to

escribe information in case of disasters and other emergencies;
utomatic processing is made possible by attribute extraction. A
emi-structured message is a format that combines a structured
emplate part with a free description area, providing a practica-
le way of data representation. Specifically, there is a structured
emplate providing fields for the reporter’s name, event location,
evelopment of situation, and so on. Using such structured tem-
lates, a message can be written easily. In addition, attribute values
re added automatically at the moment when a message is sent.
fter that, other information can be submitted via free descrip-

ion. Self-Organizing Maps (SOM) (Kohonen, 1995) are used to
lassify the events. SOM is a type of neural network that produces
low-dimensional (typically two-dimensional), discretized repre-

entation of the input space of the training samples, called a map.
hree keywords are displayed in the user interface for each event,
hosen using tf·idf ranking (Salton and McGill, 1986).
Lee and Bui (2000) also follow a template-based approach
Table 2), where customized templates are created for each type
f expected disaster, which are filled during the disaster recovery
tage. Clearly, this makes the filtering process much simpler than
n unstructured text cases.
with no equipment
Generalizability

(context-sensitivity)
High

6.3.2. Experiences from IF-related disaster systems
Some disaster management projects (Housel et al., 1986; Bui

and Sankaran, 2001) mention the support of IF without specifying
any concrete method employed. Most probably such systems per-
form simple IF based on string matching. Bui and Sankaran (2001)
analyzes the workflow typical in a disaster scenario and discusses
the design considerations for a virtual information center that can
both efficiently and effectively coordinate and process a large num-
ber of information requests for disaster preparation, management
and recovery teams. According to this paper, workflows can be
categorized depending on their organizational function and com-
plexity level. This can help in subsequent system implementations
since workflows of the same class tend to share coding techniques.
Some of the workflows are the result of ad hoc requests common in
decision support system environments. Concurrent workflows, on
the other hand, coordinate a process among several system com-
ponents in order to formulate an overall decision for a complex
request for information. A third type of workflow can be catego-
rized as jurisdictional workflows. They typically occur within an
organizational function or unit alone such as sales or marketing.
The workflows used in this paper are a combination of all the above
types.

7. Data mining in disaster management

Overview of Data Mining: data mining or knowledge discovery
is the nontrivial extraction of implicit, previously unknown, and
potentially useful information from large collection of data (Han
and Kamber, 2006; Tan et al., 2005). In practice, data mining refers
to the overall process of extracting high-level knowledge from low-
level data in the context of large databases.

In order to systematically review data mining research in dis-
aster management, we use the framework introduced in Li et
al. (2002) to describe the data mining process. The framework
consists of an iterative sequence of the following steps: data man-
agement, data preprocessing, data mining tasks and algorithms, and
post-processing.

First, data management, which is discussed in Section 3, con-
cerns the specific mechanism and structures for how the data are
accessed, stored and managed. The data management is greatly
related to the implementation of data mining systems.

Next, data preprocessing, which is also discussed in Section 3, is
an important step to ensure the data quality and to improve the
efficiency and ease of the mining process. Real-world data in dis-
aster management tend to be incomplete, noisy, inconsistent, high

dimensional and multi-sensory etc. and hence are not directly suit-
able for mining. Data preprocessing usually includes data cleaning
to remove noisy data and outliers, data integration to integrate data
from multiple information sources, data reduction to reduce the
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imensionality and complexity of the data and data transformation
o convert the data into suitable forms for mining, etc.

Third, data mining tasks and algorithms, which are the focus
f this section, are essential steps of knowledge discovery. There
re many different data mining tasks such as association mining,
xploratory data analysis, classification, clustering, regression, and
ontent retrieval etc. Various algorithms have been used to carry
ut these tasks and many algorithms could be applied to several
ifferent kinds of tasks.

Finally, we need post-processing stage to refine and evaluate the
nowledge derived from our mining procedure (Bruha and Famili,
000). For example, one may need to simplify the extracted knowl-
dge. Also, we may want to evaluate the extracted knowledge,
isualize it, or merely document it for the end-user. We may inter-
ret the knowledge and incorporate it into an existing system, and
heck for potential conflicts with previously induced knowledge.
ince post-processing mainly concerns the non-technical work,
uch as documentation and evaluation, it is not discussed further.

.1. Challenges of data mining in disaster management

The challenges for data mining in disaster management are
rouped as follows.

.1.1. Data preprocessing
The advances in storage technology and network architectures

ave made it possible and affordable to collect and store huge
mounts of disaster data in various media types (text, image, video,
raphics, etc.), formats, and structures from multiple informa-
ion sources. These data typically include a significant amount of

issing values and noises, and may have multi-level complete-
ess, multi-level confidences, and may be inconsistent. In order to

mprove the efficiency and accuracy of knowledge discovery and
ata mining process, ensuring data quality is a big challenge.

.1.2. Data mining tasks and algorithms
Since the data in disaster management may come from vari-

us sources and different users might be interested in different
inds of knowledge, data mining in disaster management typically
nvolve a wide range of tasks and algorithms such as pattern mining
or discovering interesting associations and correlations; clustering
nd trend analysis to understand the nontrivial changes and trends
nd classification to prevent future reoccurrences of undesirable
henomena. These different data mining tasks may use the same
atabase in different ways. A first challenge is how to achieve the
fficient data mining of different kinds of knowledge using different
ata mining algorithms.

Second, many datasets in disaster management are of geo-
patial type. How to effectively detect geo-spatial patterns with
emantic awareness is not a trivial task. On one hand, it is not a
rivial task to define a local neighborhood for mining geo-spatial
atterns that includes space, time and semantic information. It is
lso challenging to incorporate domain-specific information (e.g.,
emantic ontology) into the mining process without compromis-
ng the underlying performance. On the other hand, many disaster
henomena may be localized to specific region at specific times.
herefore geo-spatial pattern mining for disaster management
eeds to be conducted across multiple regions with multiple spatial
cales at different time periods.

Third, several special characteristics of disaster management
ata pose new challenges for applying traditional data mining

ethods: (1) the disaster data generally come from different

ources and are of heterogeneous nature. Data mining across mul-
iple information sources is a critical and challenging task because
f the vast difference in data type, dimension and quality. (2) The
isaster data contains inherent uncertainty and impreciseness due
nd Software 83 (2010) 1701–1714 1709

to the random nature of data generation and collection process.
Although there has been much research work in data uncertainty
management and in querying data with uncertainty, there is only
limited research work in mining uncertain data. (3) In disaster man-
agement, unpredictable events often indicate suspicious situations.
However, these events are extremely difficult to detect because
they don’t occur often or they occur at a time/location where they
are not expected. In other words, there are only limited samples
for the target class. (4) Disaster management applications are gen-
erally domain-specific. How to utilize the domain knowledge to
guide data mining process or improve data mining performance is
a challenging issue.

7.1.3. Post-processing
Challenges also exist in post-processing. For example, how to

evaluate the discovered patterns and how to present the mining
results to the domain experts in a way that is easy to understand and
interpret? How to convert the discovered patterns into knowledge?

7.2. Proposed solutions for data mining in disaster management

7.2.1. Exploratory data analysis
For disaster management, many map-based tools intended to

support exploratory analysis of spatial data and decision-making
in a geographic context are developed for exploratory data anal-
ysis. For example, Andrienko and Andrienko (1999) proposed an
integrated environment for exploratory analysis of spatial data that
equips an analyst with a variety of data mining tools and provided
the service of automated mapping of source data and data mining
results. Best et al. (2005) described data analysis methods (classi-
fication, clustering, etc.) for mapping news events gathered from
around the world. Web-based graphical map displays are used to
monitor both the real-time situation, and longer term historical
trends.

7.2.2. Clustering/classification
Correct forecasts and predictions of natural phenomena are

vitally important to allow for proper evacuation and damage mit-
igation strategies. Li et al. (2008) used decision tree with the
C4.5 algorithm to discover the collective contributions to tropical
cyclones from sea surface temperature, atmospheric water vapor,
vertical wind shear, and zonal stretching deformation. Chung and
Fabbri (1999) used Bayesian prediction models for landslide hazard
mapping. Chung et al. (2005) developed a three-stage procedure in
spatial data analysis to estimate the probability of the occurrence
of the natural hazardous events and to evaluate the uncertainty of
the estimators of that probability. Chang et al. (2007) used general-
ized positive Boolean functions for landslide classification. Janeja et
al. (2005) employed density-based clustering algorithms for alert
management.

Many classification methods have been used to analyze the
image data, remote sensing data, or laser scanning data for damage
management and disaster prediction (see: Simizu et al.; Rehor; Di
Martino et al., 2007; Gamba and Casciati, 1998). Barnes et al. (2007)
developed a system-level approach based on image-driven data
mining with sigma-tree structures for detection, classification, and
attribution of high-resolution satellite image features for hurricane
damage assessments and emergency response planning.
7.2.3. Spatial data mining
Many of the data available in disaster management are geo-

spatial data. Hence many spatial data mining techniques have been
applied in disaster management (Torun and Düzgün, 2006).
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. Decision support in disaster management

.1. Overview of decision support

Decision Support Systems (DSS), according to Wikipedia, are a
pecific class of information systems that supports business and
rganizational decision-making activities. In particular, a properly-
esigned DSS is an interactive software-based system intended to
elp decision makers compile useful information from diverse data
ources and/or business models to identify and solve problems and
ake decisions (Sprague and Watson, 1993; Turban et al., 2008).
As described in Marakas (1999), the primary components of a

SS include (1) the data management component, (2) the model
anagement component, (3) the knowledge engine, (4) the user

nterface, and (5) the user(s). Basically, the data management
omponent stores information from diverse sources including
rganization’s data repositories and external data collections. The
odel management component handles representations of seman-

ic events and situations and provides various optimization models,
nalytical and data mining tools. The knowledge engine man-
ges the domain knowledge as well as the knowledge generated
y various models and tools in the model management compo-
ent. The knowledge engine can also provide inference capabilities
nd search engines for knowledge engineering. The user interface
llows users to interact with the system and handles the dialog.

As we described in Section 1, disaster management can be
ivided into the following four phases: (a) Preparedness; (b)
itigation; (c) Response; (d) Recovery. There are many decision-
aking activities associated with each phase. For example, in

reparedness phase, there are hazard assessment for vulnerabil-
ty analysis, risk management for analyzing and evaluating disaster
isks, and resource management and planning. In Mitigation phase
nd Response phase, mitigation plans and emergency response
lans need to be developed, analyzed and evaluated. In Recov-
ry phase, damage assessments and re-settlement issues should
e addressed.

.2. Challenges of decision support in disaster management

Generally, decision support in disaster management aims to:

Support for more effective and comprehensive situation analysis
and assessment.
Assistance in finding appropriate recovery actions and scenarios.
Help in handling multiple decision criteria and conflicting goals
of multiple factors.

There are several challenges in developing decision support sys-
ems for disaster management:

Coordination: a good decision support system for disaster man-
agement should be an integrated system containing the five
primary components, i.e., (1) the data management compo-
nent, (2) the model management component, (3) the knowledge
engine, (4) the user interface, and (5) the user(s). In order to
function well, the system needs coordination among these com-
ponents.
Integration: Traditionally, individual decision models handle spe-
cific decision-making needs. In current disaster management
applications, there are typically many different decision sce-
narios. Therefore, one single model might not be sufficient for

addressing the needs that arise in disaster management. There-
fore there is a need to combine/aggregate individual decision
models (Meissner et al., 2002).
Model adaption along with time: Disaster management is an area
with dynamic needs and an adaptive nature (Thomas and Larry,
nd Software 83 (2010) 1701–1714

2001). Therefore, it is necessary to adapt the decision models to
the dynamic needs of disaster management area.

• Making decision with uncertain data: The data in disaster
management may have multi-level completeness, multi-level
confidences, and may be inconsistent. Making decisions with var-
ious sources of uncertainty is a very challenging task.

8.3. Proposed solutions for decision support in disaster
management

Over the last few years, a large number of decision support sys-
tems have been developed for various types of disasters based on
different models and decision support needs. A web-based decision
support system for the response to strong earth-quakes is devel-
oped in Yong and Chen (2001). The system was focused on damage
assessment and identification of effective response measures. A
simulation model for emergency evacuation was developed in Pidd
et al. (1996). In Gadomski et al. (2001), an agent-based system for
knowledge management and planning is developed for suggest-
ing plans in emergency scenarios. Wang et al. (2004) developed a
DSS of flood disaster for property insurance. Decision support sys-
tems have also been developed for hurricane emergencies (Tufekci,
1995; Lindell and Prater, 2007), evacuation planning (Silva, 2001),
oil spill (Pourvakhshouri and Mansor, 2003), forest fire (Kohyu et
al., 2004), and rescue operations (Farinelli et al., 2003).

Andrienko and Andrienko (2005) discussed the intelligent deci-
sion support tools within the OASIS project whose goals are to
improve situation analysis and assessment, provide assistance in
finding appropriate recovery actions and scenarios, and help in han-
dling multiple decision criteria. OASIS is an Integrated Project (IP)
focused on the Crisis Management part of “improving risk man-
agement” of EC Information Society Technologies program (see
www.oasis-fp6.org).

9. Case study: supporting business communities in disaster
situations

In this section we focus on a subproblem of disaster man-
agement and discuss our experiences from working on the
Business Continuity Information Network (BCIN, http://www.
bizrecovery.org/) in South Florida with the collaboration of govern-
ment and business entities, including the Miami-Dade Emergency
Operations Center, IBM and Office Depot. This case study will help
to motivate some of the research directions presented in Section
10. A screenshot of the BCIN prototype is shown in Fig. 5.

Current crisis management and disaster recovery sys-
tems/methodologies are aimed at fostering collaboration among
the local, state and federal agencies for preparation and recovery
process. These systems and methodologies have failed to include
private businesses in the preparation and recovery processes.
Access to time critical information about an impending hazard
or under post-disaster conditions for business community is
extremely limited and is made available to them after considerable
delay which inhibits effective and efficient preparation along with
planning and execution of precautionary and disaster recovery
measures. Collaboration among the emergency management offi-
cials and the private business owners can assist in rapid recovery
after a disaster and help mitigate the financial and economical
losses associated with such disasters. Hence, there is an imperative
need for a comprehensive business oriented disaster recovery

information network that can facilitate collaboration among emer-
gency management officials and private businesses, thus ensuring
availability of and access to time critical information. Thus, we
proposed a model for pre-disaster preparation and post-disaster
business continuity/rapid recovery. The model involves elements

http://www.oasis-fp6.org/
http://www.bizrecovery.org/
http://www.bizrecovery.org/
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Fig. 5. Screensho

rom Emergency Operations Centers in the South Florida Region
long with the business community to provide a collaboration
nd communication channel facilitating disaster preparation
nd recovery plan execution, critical communications, local and
egional damage assessment, dynamic contact management,
ituation awareness, intelligent decision support and identifica-
ion/utilization of disaster recovery resources. We utilized our

odel approach to design and implement a web-based prototype
mplementation of our Business Continuity Information Network
BCIN) for rapid disaster recovery system, employing a fictitious
urricane Tony as the case study. BCIN illustrates the pre-/post-
isaster information exchange among the participants and helps

n analyzing the effectiveness of such collaboration.

0. Future research directions on data management and
nalysis

In this section we present the data management and analysis
esearch needed that will enable building disaster management
ystems of great impact and utility. These directions have been
ompiled from our own experiences and research, and from past
ederal grant solicitations (Informatics for Disaster Management,
ttp://grants.nih.gov/grants/guide/pa-files/PA-03-178.html). Sec-
ion 10.1 presents the challenges on disaster-related data

anagement from the perspective of dataspaces, which is a recent
aradigm that models heterogeneous data sources.

Directions related to data integration and ingestion in disaster
anagement:

While there are existing approaches attempting to address the
challenges in integration and ingestion of disaster-related data,
an adaptive, flexible, and customizable solution that can be
quickly deployed and evolved with the phases of the disaster

is being sought. Improvements upon the functionalities and/or
methodologies of the existing disaster management systems, in
particular Web-based systems, should be investigated to ensure a
disaster preparation and recovery framework that can be utilized
under different disaster conditions.
CIN application.

• The data in disaster management application domains are col-
lected and stored in various media types (text, image, video,
graphics, etc.), formats, and structures from multiple informa-
tion sources. Many of these data are streaming data and collected
in real-time, which may have temporal and spatial character-
istics. These data may have different levels of completeness
and confidence, and may be inconsistent. To make the situation
worse, there is also information shift problem in these appli-
cations. That is, the information/knowledge may be constantly
changed, outdated, and incomplete. To our best knowledge, there
are no existing methodologies and/or algorithms that can prop-
erly address the aforementioned issues satisfactorily. Developing
novel techniques for managing and analyzing data, that are from
heterogeneous sources, having a mix of unstructured and struc-
tured types, of different temporal and spatial characteristics, with
various sources of uncertainty, is a challenging task and is very
important.

Directions related to IR, IE, IF in disaster management:

• Intelligent querying on heterogeneous, multi-source streaming
disaster data. To support ad hoc or continuous queries on the
streaming disaster data, effective and efficient information dis-
covery algorithms must be created that take into consideration
the context and the stakeholder’s profile. In addition to plain key-
word queries, predefined domain-specific parameterized queries
must be supported, whose answer is computed by appropriately
combined rules specified by a domain expert.

• High-throughput indexes and other precomputation techniques
for streams must be developed to facilitate real-time query
response times, and discover answers spanning across multiple
streams. A two-phase (data collection, indexing) process is not
adequate given the need for fresh data and advanced querying

capabilities.

• Build IE algorithms that work in a semi-automatic way and learn
from the interaction of a human with the IE system. For instance,
these algorithms should learn the way that each organization
reports its data, using some user IE hints.

http://grants.nih.gov/grants/guide/pa-files/PA-03-178.html
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Exploit a combination of relevance feedback and context infor-
mation to make precise decisions on what piece of information is
appropriate for which stakeholder. Leverage and adapt previous
works on modeling context and user characteristics.
Incorporate uncertainty and possibly adversity in the handling
and delivery of data. Authentication and social networking prin-
ciples must be applied. Create reliability ranking mechanisms for
the input sources. E.g., if most sources say that a bridge is open
and only one says that it is closed, then the reliability rank of this
latter source should be decreased.
Adjust to the physical characteristics of the situation, e.g., to
the network bandwidth, the computational power of the used
devices. Novel criteria for the top answers of a query must be
defined, considering the psychological state of the user and the
device/environment capabilities.

Data mining and decision support-related research directions:

Data mining from Multiple Information Sources. The disaster data
are generally coming from different sources and are of heteroge-
neous nature. Data mining across multiple information sources
is a critical and challenging task because of the vast difference in
data type, dimension and quality (Wu et al., 1999; Grossman and
Mazzucco, 2002). Two major issues must be addressed in order
to perform data mining across multiple information sources: (i)
scale issue: data types must be unified or scaled in order to allow
comparison and combination. (ii) consistency issue: The data
must be weighted or verified in a quantitative and consistent
manner.
Efficient pattern recognition, data mining, and knowledge extrac-
tion algorithms. To efficiently discover information from the huge
amount of data collected in disaster management, the pattern
recognition, data mining as well as knowledge extraction algo-
rithms need to be efficient and scalable. The performance of the
algorithms should be acceptable for large-scale datasets.
Utilizing domain knowledge: In disaster management, domain
knowledge is very useful for the preparation and recovery pro-
cess. Thus an important yet challenging research direction is how
to utilize the domain knowledge to guide data mining process,
improve data mining performance, and make decisions.
Community-based disaster management: disaster management
is often community-based. Here a (virtual) community is
defined as one of several communities whose members may
include one or more company, government agency, and other
non-governmental organizations which are related by their geo-
graphic location, their supply chain dependency, jurisdictional
authority, etc. One of the research directions is how to build
community (social network) and use community information for
disaster management.
Mining and making decisions on time-evolving and uncertain
data: disaster management is an area with dynamic needs and
an adaptive nature. In addition, the data in disaster management
may have multi-level completeness, multi-level confidences, and
may be inconsistent. An important research direction is how
to mine and make decisions on time-evolving and uncertain
data.

Finally, we present some more high-level directions from the
ational Academy report on “Improving Disaster Management: The
ole of IT in Mitigation, Preparedness, Response, and Recovery”
Improving Disaster Management) that also apply to data man-

gement and analysis. First, disaster management organizations
hould work closely with technology providers to define, shape,
nd integrate new technologies as a coherent part of their overall
T system. Second, create metrics to inform cost-benefit decisions
or investment in IT for disaster management and make enhanced
nd Software 83 (2010) 1701–1714

end-user performance a primary objective of disaster management
acquisition programs.

10.1. Disaster management dataspace support platform

In this section we present the challenges on management and
analysis of disaster data using the recently proposed paradigm of
dataspaces (Franklin et al., 2005). We select to present the problem
from this perspective given that a disaster management system
shares many challenges with the management of heterogeneous
data sources in the dataspace paradigm. A dataspace is a loosely
integrated set of data sources, where integration occurs in a lazy
way, following a pay-as-you-go approach. In the case of disaster
management, the sources include reports from government agen-
cies, business entities and Non-Government Organizations (NGOs),
media announcements, and web blogs.

With the increase in popularity of communication via different
data types like structured reports, XML documents, unstructured e-
mail communications, images, etc., having a common management
system for all these data types becomes inevitable. The concept of
dataspace (Franklin et al., 2005) thus became an alternative to tra-
ditional Database Management Systems (DBMSs) to handle diverse
data types from varied sources. A DSSP can offer a suite of interre-
lated services on a set of large and loosely coupled data sources,
where the data can be under different administrative control and
not necessarily under the control of the DSSP, and the relationship
between data sources need not be necessarily known. A DSSP pro-
vides data integration over all data sources, including those with
different levels of complexity and based on different models. It facil-
itates a uniform interface that examines all available data to provide
incremental integration improvement, and searches data sources
to help users automatically develop data relationships (Franklin et
al., 2005).

It has been shown that a dynamic disaster management sys-
tem (Saleem et al., 2008) has the potential of being managed best
by a loosely coupled, flexible, dynamic dataspace system as there
is a constant influx of information, consisting of structured and
unstructured data, of different types and from independent sources,
which need to be efficiently stored, indexed, retrieved, and opti-
mized. We argue that there is a need for a Disaster Management
Dataspace Support Platform (DM-DSSP), with elements suggested
by Franklin et al. (2005).

However, the current DSSP approach requires manually build-
ing relationships/partitioning data, which can be referred to as the
“man-in-the-loop” problem; this limitation makes it inadequate for
our purposes. Therefore, there is a need and opportunity to exploit
the limited scope of the disaster management domain to refine and
extend the dataspace approach by developing novel methodologies
to support DM-DSSP so that it can be applied to a disaster sce-
nario, and provide rapid on-demand data integration within the
disaster context tailored for virtual communities (social network-
ing, communities of interest). The successful creation of a DM-DSSP
will need to leverage knowledge from many research areas (such
as data management, data integration, data mining, and informa-
tion retrieval) and applications (such as digital government, social
networks, homeland security, and military).

Another key addition to the model of (Franklin et al., 2005) is
the existence and accommodation of virtual communities in a dis-
aster management context. For instance, in the Business Continuity
Information Network (BCIN) presented in Section 9, a dynamic vir-
tual community is defined as one of several communities whose

members may include one or more companies, government agen-
cies, and other NGOs which are related by their geographic location,
their supply chain dependency, jurisdictional authority, etc. Since
a member of each community can participate in multiple com-
munities simultaneously, different relationships can be developed,
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reating an explosion of interactions which in turn generate a rich
et of participant data sets. These communities can be partitioned
ccording to their relative relationships, and thus virtual commu-
ities, which are based on their common relational attributes, can
e created. Further, new communities appear as a hazard impacts
ormal operations of a participating member and new relationships
re created on-the-fly to respond to recovery needs. The existence
f virtual communities provides opportunities to improve the data
elivery, searching, reliability and integration in the DM-DSSP.
rinciples from collaboration filtering and wisdom of the crowd
ust be applied.

1. Conclusions

In this paper we present for the first time a comprehensive
urvey of the efforts on utilizing and advancing the management
nd analysis of data to serve disaster management situations.
e organized our findings across the following Computer Science

isciplines: data integration and ingestion, information extrac-
ion, information retrieval, information filtering, data mining and
ecision support. We also presented our own experiences from
orking with the Miami-Dade county Emergency Management
ffice building a Business Continuity Information Network. Finally,
e presented concrete future research directions for computer sci-

ntists to advance the knowledge of applied data management and
nalysis in disaster management.
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