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ABSTRACT
Processes need a variety of resources from their operating
environment in order to run properly, but adversary may
control the inputs to resource retrieval or the end resource
itself, leading to a variety of vulnerabilities. Conventional
access control methods are not suitable to prevent such vul-
nerabilities because they use one set of permissions for all
system call invocations. In this paper, we define a novel pol-
icy model for describing when resource retrievals are unsafe,
so they can be blocked. This model highlights two con-
tributions: (1) the explicit definition of adversary models
as adversarial roles, which list the permissions that dictate
whether one subject is an adversary of another, and (2) the
application of data-flow to determine the adversary control
of the names used to retrieve resources. An evaluation using
multiple adversary models shows that data-flow is necessary
to authorize resource retrieval in over 90% of system calls.
By making adversary models and the adversary accessibil-
ity of all aspects of resource retrieval explicit, we can block
resource access attacks system-wide.

Categories and Subject Descriptors
D.4.6 [Operating Systems]: Security and Protection—Ac-
cess controls

General Terms
Security

Keywords
Resource Access Attacks; Protection

1. INTRODUCTION
Processes need a variety of resources from their operating

environment in order to run properly, such as files, IPCs, and
sockets. When a process retrieves a resource from the sys-
tem, it may select any resource to which it is authorized.
However, the retrieval of some authorized resources may
lead to vulnerabilities, depending on how those resources
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are to be used. Consider a web server that both serves con-
tent supplied by untrusted users and authenticates requests
from remote parties. It is easy to see that vulnerabilities
would result if the web server used its permissions to read
the password file when serving HTML pages or used un-
trusted HTML pages when authenticating remote parties.
In this paper, we explore methods to extend access control
mechanisms to prevent the retrieval of resources that will
lead to program vulnerabilities, which have been called re-
source access attacks [64].

In principle, such vulnerabilities may occur for a vari-
ety of reasons. First, a programmer may not expect that
a particular system call invocation may retrieve a resource
controlled by one of its adversaries, expanding the attack
surface of the program [33]. In such cases, the integrity
of the running program and/or the data it produces may
be compromised by using adversary-controlled input. In
the web server example, the use of untrusted content for
authentication would compromise the integrity of the web
server. Second, a programmer may not expect that a par-
ticular system call invocation may retrieve a resource that
contains security-sensitive data that should not available to
an adversary, leading to a confused deputy attack [30]. In
such cases, the confidentiality and/or integrity of that sensi-
tive data may be compromised. In the web server example,
the serving of the secret password file would compromise
the confidentiality of that file. Finally, an adversary may
be able to control the inputs that guide the retrieval of re-
sources to redirect a process to a resource of the adversary’s
choosing, leading to an attack during name resolution (e.g.,
time-of-check-to-time-of-use (TOCTTOU) attacks [42, 8]).
By supplying malicious input for file names or controlling
the namespace bindings (e.g., links and directories in a file
system namespace), adversaries can compromise either the
confidentiality or integrity of the process. In the web server
example, either an adversary may be able to redirect the
server to choose the web content file when the password file
is expected or vice versa.

Conventional access control mechanisms are fundamen-
tally unable to prevent such vulnerabilities because permis-
sions are associated with the process at large. Access control
list mechanisms [37] associate a set of subject identifiers with
each resource (i.e., object), authorizing any process running
under one of those subject identifiers to access the resource.
Thus, any system call invocation by an authorized process
will be allowed. Similarly, conventional operating systems
that enforce mandatory access control [70, 2, 26, 67, 61]
(MAC) associate labels with processes and resources, stor-



ing a mapping between the subject labels and the resource
labels to which they are authorized. Again, any system call
of any process running under a subject label that is autho-
rized to access resources of the target resource’s label will
be allowed, regardless of how this mapping is stored. In the
web server example, access control list mechanisms cannot
prevent the password file from accessed by mistake when
serving HTML pages, or vice versa, because the web server
has access to both resources.

On the other hand, capability systems [38] permit pro-
cesses to restrict the permissions available per system call,
but such mechanisms are only available in limited ways in
conventional systems. Capability systems permit program-
mers to select the permissions available per system call, by
using specialized references to resources that include per-
missions, themselves called capabilities, and by managing
the permissions available to the process flexibly [22]. Re-
searchers have shown that capability systems may be used
to prevent some of the vulnerabilities above, such as con-
fused deputy vulnerabilities [30]. However, using a capa-
bility system presents a challenge to programmers because
they must reason about both the functionality and security
of their programs concurrently. As a result, capability sys-
tems principles have only been adopted in limited ways, such
as sandboxing, that do not permit the flexible control of per-
missions envisioned for a general capability system [39]. The
result is that a variety of ad hoc solutions have been pro-
posed to block resource access attacks (see Related Work in
Section 3), but these solutions have been found to be bro-
ken [10] or fundamentally flawed [12].

One recent insight is that a system mechanism whose sole
purpose is to protect processes during resource retrieval can
gather knowledge from both the program and the system to
block vulnerabilities [64]. They highlight the fact that access
control mechanisms perform two tasks simultaneously, both
protecting benign processes from attack by limiting adver-
sary access to its resources and confining malicious processes
from attacking other processes. As a result, access control
mechanisms cannot leverage program internal state for their
decision-making because a malicious process may spoof the
system and break confinement. By separating protection
from confinement during resource retrieval in a separate
layer of defense called the Process Firewall [64], a variety
of resource access attack vulnerabilities can be blocked. As
the Process Firewall cannot confine a malicious process, it
only augments access control by blocking operations autho-
rized by conventional access control that would only lead to
vulnerabilities in the current program state, while still de-
pending on access control for confinement. In the web server
example, the Process Firewall examines program internal
state to identify whether the system call should retrieve the
adversary-accessible HTML file or the adversary-inaccessible
password file, and allows only the appropriate resource.

While the Process Firewall mechanism can prevent re-
source access attacks, the current policy model was also
shown to be limited. The Process Firewall allows using
program-internal state to determine whether that particular
system call should access adversary-accessible or adversary-
inaccessible resources. The proposed policy model associates
program entrypoints, the instructions that invoke the system
call library with whether the expected resource retrieved
should be adversary-accessible or not. However, the entry-
point may be invoked in multiple contexts, some of which

may access different resources, or use name values derived
from multiple data flows, only some of which may be under
adversary control. As a result, the entrypoint alone is insuf-
ficient to express policies to prevent resource access attacks.
In addition, the Process Firewall policy model implicitly de-
pends on the definition of adversary accessibility. However,
we find that there are different types of accessibility that
matter depending on the context. In some cases, the ad-
versary must have write permission to the relevant resource,
but in other cases the adversary only needs read or exe-
cute permissions. The lack of precision and explicit models
of adversary accessibility will likely to errors in preventing
resource access attacks.

In this paper, we present a novel policy model for express-
ing rules to protect processes from resource access attacks,
such as could be enforced by a Process Firewall mechanism.
The policy model is described by a new authorization query
rule, called the resource retrieval query (RRQ), that binds
all of the relevant facets of resource retrieval into a single
concise query. We show that the RRQ enables prevention of
the resource access attacks listed above in a straightforward
way. The main challenges in applying an RRQ policy model
are to make adversary accessibility explicit and determine
adversary control of names used in resource retrieval. First,
we define a novel, role-based approach for describing adver-
sarial roles, which list the permissions that dictate whether
one subject is an adversary of another. Second, we show
how existing work can be applied to compute the data flows
impacting a name value used in resource retrieval. Using
these methods, adversary control of names can be expressed
using concise descriptions, even utilizing entrypoints in some
cases, which we call name control.

In this paper, we make the following contributions:

• We define a policy model for preventing resource access
attacks, whose schema is defined by the resource re-
trieval query (RRQ). In addition to the standard (sub-
ject, object, operation), the RRQ requires an explicit
representation of the adversary model and program
flow to protect the process.

• We define concepts for specifying adversary models
and program flows, called adversarial roles and name
control. The former associates subjects with the per-
missions that define their adversaries, analogously to
a role. The latter specifies the control- or data-flow
impact on the name used in resource retrieval.

• We evaluate the impact of different adversary models
on whether data-flow analysis is necessary to deter-
mine adversary accessibility to names. We find that
over 60% of the entrypoints in which system calls are
invoked can be associated with either adversary-accessible
or adversary-inaccessible resources, but over 90% of
the system call invocations occur on entrypoints where
such a judgement is not possible. Thus, data-flow is
important to preventing resource access attacks.

The remainder of the paper is structured as follows. In
Section 2, we define the problem of resource access attacks.
In Section 3, we examine a variety of efforts to prevent re-
source access attacks to date and the reasons for their fail-
ures. In Section 4, we provide an overview for our approach.
In Section 5, we design a policy model based on the resource



retrieval query (RRQ) to block resource access attacks and
address the challenges in deploying such a model. In Sec-
tion 6, we evaluate the need for adversary models and data-
flow tracking mandated by the RRQ design. In Section 7,
we conclude the paper.

2. RESOURCE ACCESS ATTACKS
Once started, a process often needs additional system re-

sources to execute correctly (e.g., libraries, configuration
files, logs, etc.) and may need to retrieve task-specific re-
sources to complete any task (e.g., web content files, web
requests via sockets, IPCs to worker processes, etc.). We
use the term resource for objects obtained from the operat-
ing system. For convenience, resources are often retrieved by
name, using a method known as namespace resolution [47,
23]. In a namespace resolution, a client (the process) pro-
vides a name to a name server (the operating system), which
retrieves a reference to the resource to which the name maps
via namespace bindings managed by the name server.

Resource access attacks are possible because the names,
namespace bindings, and resources themselves used by the
resolution mechanism may be controlled by adversaries. We
use the code snippet in Figure 1 to demonstrate the possi-
ble problems. First, many processes obtain resources us-
ing names supplied by potential adversaries, particularly
server processes that process client requests. In Figure 1,
the function set_up_socket_dir uses an environment vari-
able SOCKET_DIR to name the directory to be created. If
adversaries can assign SOCKET_DIR, then they could escalate
adversary privilege (i.e., by creating a directory in a location
they are not authorized for) or could control security-critical
operations (i.e., by creating the directory in a location that
is accessible to the adversary). These are examples of un-
trusted search path attacks [18], but other kinds of attacks
such directory traversal and untrusted library load similarly
occur because adversaries can manipulate the names used in
name resolution.

Second, many namespaces allow untrusted parties to spec-
ify the namespace bindings used for resolution. Namespaces
are often designed to enable sharing of resources among sub-
jects to provide flexibility in application deployment, but
such sharing may lead to vulnerabilities if used incorrectly.
For example, the X11 script shown in Figure 1 also cre-
ates a directory of the name SOCKET_DIR in /tmp/.X11-unix,
where /tmp is shared among all processes. Lines 6-8 check if
a file already exists that is not a directory, and, if so, moves
it to create a fresh directory. In Line 9, the programmer
creates the directory, and assumes it will succeed because
the previous code had just moved any file that might exist.
However, because /tmp is a shared directory, an adversary
scheduled in between the moving of the file and the mkdir

might again create a file at /tmp/.X11-unix, thus breaking
the programmer’s expectation. If the file is a link point-
ing to, for example, /etc/shadow, the chmod on Line 11
will make it world-readable. In general, using adversary-
controlled namespace bindings may lead to problems be-
cause adversaries may create bindings that refer to resources
they cannot normally access (e.g., symbolic links to attempt
link traversal attacks [19]). These problems are all difficult to
prevent because adversaries may change namespace bindings
at any time (e.g., to create race conditions in TOCTTOU
attacks [42, 8], as in this case).

Third, adversaries may take advantage of the program’s
ignorance of the namespace and their adversaries’ access to
that namespace to launch attacks. For example, in the at-
tack above, the adversary plants a link at a file name that
the adversary knows that the program will use, /tmp/.X11-
unix. However, an adversary may cause vulnerabilities sim-
ply by creating resources of predictable names in advance
(e.g., squatting attacks [16]). Such resources are under the
adversary, but the victim process may use them without
this knowledge, enabling the adversary to control the victim
process. In Figure 1, the file created right before the mkdir

operation was simply a directory the adversary created, the
adversary could change the content.

As a result, in order to detect attacks during resource re-
trieval, any comprehensive defense must authorize the com-
bination of name, bindings, and resource accessed. Current
defenses only authorize a subset of such items. Defenses for
controlling adversary access to names is limited to ad hoc
filtering, which may be error-prone [4]. Most efforts to block
attacks during resource retrieval focus on preventing time-
of-check-to-time-of-use (TOCTTOU) attacks. Some meth-
ods enforce invariants on the resources accessed [17, 56, 60,
52, 68, 59], some enforce use of namespace bindings [13,
51], and some aim for “safe” access methods [20, 58]. Inter-
estingly, the methods are also distinguished by those that
augment the program [17, 52, 20, 58] and those that extend
the kernel [56, 68, 13, 51, 59, 60]. However, both program
and system methods have been found to be fundamentally
flawed [10, 12]. Program defenses cannot control how the
system allows adversaries to update namespaces and system
defenses lack information about programmer intent about
which resources are expected in any system call. Our goal
in this paper is to address these two limitations by extending
access control to reason about program and system concepts.

3. RELATED WORK
In this section, we examine the reasons that current ac-

cess control models fail to prevent attacks during resource
retrieval. We first examine conventional access control and
then investigate some proposed research access control mod-
els that enable the evolution of permissions as the process
runs.

3.1 Limits of Conventional Access Control
A question is whether conventional access control mecha-

nisms may be sufficient to prevent resource access attacks.
Several commodity operating systems now enforce manda-
tory access control policies [70, 67, 2, 43], but these mech-
anisms cannot prevent such attacks because they grant the
same permissions to all system calls for the same process. An
important characteristic of resource access attacks is that a
resource that is unsafe for a particular victim system call is
safe for some other victim system call. For example, a web-
server can access /etc/passwd legitimately when it wants to
authenticate clients, but it should not do so when serving
a user web page. As a result, other access control mecha-
nisms that restrict permissions process-wide cannot prevent
resource access attacks, such as sandboxes [27, 3, 28, 5].

Capability systems implement an alternative access con-
trol mechanism to those above [38], where the programmer
chooses the capabilities to present to the operating system
to confine access. It has been shown that capability sys-
tems can defeat confused deputy attacks [30], of which some



01 SOCKET_DIR=/tmp/.X11-unix

...

02 set_up_socket_dir () {
03 if [ "$VERBOSE" != no ]; then

04 log_begin_msg "Setting up X server socket directory"

05 fi

06 if [ -e $SOCKET_DIR ] && [ ! -d $SOCKET_DIR ]; then

07 mv $SOCKET_DIR $SOCKET_DIR.$$

08 fi

09 mkdir -p $SOCKET_DIR

10 chown root:root $SOCKET_DIR

11 chmod 1777 $SOCKET_DIR

12 do_restorecon $SOCKET_DIR

13 [ "$VERBOSE" != no ] && log_end_msg 0 || return 0

14 }

01 SOCKET_DIR=/tmp/.X11-unix

...

02 set_up_socket_dir () {
03 if [ "$VERBOSE" != no ]; then

04 log_begin_msg "Setting up X server socket directory"

05 fi

06 if [ -e $SOCKET_DIR ]; then

07 mv $SOCKET_DIR $SOCKET_DIR.$$

08 fi

09 mkdir $SOCKET_DIR
10 if [ $? -ne 0 ]; then
11 echo "Unable to create $SOCKET_DIR, possible race!"
12 exit 1
13 fi
14 chmod 1777 $SOCKET_DIR

15 do_restorecon $SOCKET_DIR

16 [ "$VERBOSE" != no ] && log_end_msg 0 || return 0

17 }

(a) (b)

Figure 1: A code snippet that is vulnerable to resource access attacks that we found in an X11 startup Bash
script in the Ubuntu 11.10 distribution (a), and a possible fix to the TOCTTOU vulnerability (b).

resource access attacks are instances. Some interesting re-
search capability systems have been proposed recently, such
as DIFC systems Flume and HiStar [36, 73], which enable
flexible control of the permissions used by a process. The
problem with capability systems in general is that they push
the problem of access control back onto the programmers,
presenting yet another API for them to solve the complex
problems above. To reduce the complexity on program-
mers, other recent research on capability-like systems, such
as Capsicum [66], relinquishes the flexibility necessary to
control access per system call. While we may yet produce
an API for programmers to manage capabilities effectively,
we propose instead to protect programs from resource access
attacks given the current system call API.

3.2 Limits of Research Models
Researchers have previously identified that some attacks

may not be prevented unless the access control mechanism
accounts for the context in which the program is run. For
example, the Brewer-Nash model (aka Chinese Wall model)
reduces the permissions a process based on its authorized
accesses [11] (e.g., to prevent a conflict of interest). Alter-
natively, the low-water-mark policy (LOMAC) reduces the
permissions of a subject when a lower integrity resource is
retrieved [25] (e.g., to prevent unauthorized modification).
A corresponding high-water-mark policy blocks raises the
secrecy level of subjects when reading higher secrecy data
to prevent leakage [69] and other policies protect both se-
crecy and integrity dynamically [41]. The main limitation
of these approaches is that they still restrict the process as
a single unit, restricting all future accesses.

Researchers have also explored methods for computing
permissions based on temporal or contextual properties of
the process. For example, traditional role-based access con-
trol (RBAC) models [1] were augmented with temporal con-
straints that alter the permissions available to their pro-
cesses [6, 35]. In general, a user may be assigned a set of
roles, but the roles that may be active at any time may de-
pend on the temporal constraints that have been satisfied.
A limitation is that temporal RBAC models apply to all pro-
cesses simultaneously, whereas resource access attacks affect
one process at a time. Alternatively, RBAC models have also
been extended to integrate other contextual factors, such as
trust, in models that are said to perform usage control [53,

54] (UCON). In this model, subjects and objects are associ-
ated with attributes, some of which may be mutable based
on the subject’s access to objects. Authorization require-
ments are checked prior to and throughout a transaction,
which could address attacks that rely on the lack of atom-
icity, such as TOCTTOU attacks. However, as is typical
of conventional access control, UCON (and temporal RBAC
models as well) guess at the programmer intent using factors
external to the program execution, such as time and system
events. In addition, UCON does not reason about how the
permissions of other subjects (one’s adversaries) may impact
whether a resource access should be authorized.

Researchers have also explored methods to reason about
permissions by using the program’s control or data flow. For
example, stack introspection uses the principals responsible
for each function on a call stack to deduce the permissions
for an operation, such as a resource retrieval [29, 65]. Such
methods reason about the security labels of code, but to pre-
vent resource access attacks one must reason about other
factors: the data (i.e., used to build names), namespace
bindings, or system resources that may be under adversary-
control. Alternatively, researchers have developed methods
to control access using the program’s data flow, enforcing in-
formation flow [21, 45]. These methods enable fine-grained
reasoning about information flow, which is often difficult for
programmers to get right [31], whereas our focus is only on
the construction of names for retrieving resources. In addi-
tion, these methods do not reason about the implications of
bindings on resource retrieval.

3.3 An Alternative: The Process Firewall
Recent work proposed that resource access attacks could

be prevented by detecting whether the bindings used and
resource accessed in name resolution are unsafe for the “pro-
gram context” at the time of a name resolution system call,
enforced by a kernel mechanism called the Process Fire-
wall [64]. Unsafe accesses were detected using the“adversary
accessibility” of the bindings used and resource retrieved in
name resolution. For a program context that expected an
adversary-accessible resource (e.g., HTML file), the Process
Firewall prevents retrieval of resources that are not acces-
sible to program adversaries blocking confused deputy at-
tacks [30]. For a program context that expected an adversary-
inaccessible resource (e.g., password file), the Process Fire-



wall prevents retrieval of resources that are accessible to pro-
gram adversaries limiting the program attack surface [33].
The Process Firewall could also prevent TOCTTOU attacks
by restricting multiple program contexts to the same re-
source.

The Process Firewall is an extension to the SELinux Linux
Security Module, which compares resource access system
calls authorized by SELinux using a modified version of ipt-
ables [40]. The Process Firewall is capable of providing dif-
ferent protections for each system call invocation based on
the rules that apply for the current process state (e.g., its
call stack), the prior system calls that have been executed
by the process, and the current state of the system resource
namespace. Because the Process Firewall controls the sys-
tem resources that individual system call invocations may
access, the Process Firewall is analogous to a firewall for the
system call interface. Even though the system call inter-
face is much lower latency than the network interface, the
Process Firewall incurs only a 2-4% overhead for a variety
of macrobenchmarks while enforcing a rulebase of over 1000
rules.

While Process Firewall is capable of preventing resource
access attacks efficiently, there is a significant challenge in
policy modeling. First, the Process Firewall requires a pre-
cise definition of “process context,” but this is not a concept
in with a precise meaning in general. Cai et al. [12] state
that a system defense must understand the “programmer
intent” to correctly block resource access attacks, but that
information is not available. The program “entrypoint”1 for
Process Firewall policies, where runtime analysis was used
to classify the entrypoints that always accessed adversary-
accessible and adversary-inaccessible resources. However,
the Process Firewall experiments exhibited some false pos-
itives where entrypoints may be misclassified. Also, there
may be many entrypoints that retrieve resources both ac-
cessible and inaccessible to adversaries. Second, the Pro-
cess Firewall requires a precise definition of “adversary ac-
cessibility”, but there is not a consensus for this concept’s
meaning. Researchers often apply some notion of a threat
model, identifying those resources controlled (e.g., modifi-
able) by an adversary, but each experiment may propose
its own threat model. Even where threat models are com-
puted automatically, different methods are proposed. For
example, researchers have proposed multiple automated ap-
proaches for computing the resources that are untrusted by
each system subject from available discretionary and manda-
tory access control policies [55, 13, 34, 62].

4. SOLUTION OVERVIEW
To build a policy model for preventing resource access at-

tacks, we want to identify the fundamental principles behind
the enforcement policies of the Process Firewall, generalize
those principles, and finally simplify the articulation of pol-
icy decisions over those principles. To do this, we examine
the novel perspective of the Process Firewall design is shown
in Figure 2. First, unlike information flow security models,
such as Biba integrity [7], the Process Firewall allows pro-
cesses to retrieve resources controlled by their adversaries,
without impacting the permissions of the process overall, un-
like LOMAC [25] and other dynamic models [41]. Second,

1A program entrypoint was said to be an instruction that
invoked the system call library.

unlike capability systems [38] and recent work on decentral-
ized information flow control [36, 73], the Process Firewall
enables enforcement of different policies for individual sys-
tem call invocations, but it does not require program modi-
fications for such enforcement. Instead, the Process Firewall
protects processes during resource retrieval by introspecting
into both the system to determine “adversary accessibility”
and the process to estimate the “program context” for en-
forcing rules that deny unsafe retrievals. The Process Fire-
wall authors show that introspection can be used to protect
the process because even if a malicious process tampers with
such information to spoof the Process Firewall, conventional
access control is still able to confine the process using the
original permissions.

As a result, Process Firewall policies must articulate both
the “process context” and “adversary accessibility” over each
system call invocation. To reason about adversary acces-
sibility and process context, the Process Firewall proposed
extending the traditional authorization query to the rule for-
mat below:

pf invariant(subject, entrypoint, resource ID,
object, adversary access, operation)→ Y|N|log

Note that the subject, object, and operation correspond
to the normal inputs to an authorization query. In addition,
pf_invariant extends this query with the following argu-
ments: (1) the entrypoint, which is the program instruction
that invokes the system call library for this system call invo-
cation; (2) the resource ID, which restricts the resource to
a specific ID to prevent TOCTTOU attacks [42, 8]; and (3)
adversary access, which is whether the binding or resource
is accessible to process adversaries or not2. The entrypoint
and resource ID specify requirements on the process context
and the adversary access specifies requirements on bindings
and the retrieved resource for authorization or denial of the
requested operation.

However, as noted in the previous section, while this lan-
guage for Process Firewall policies enabled the prevention
of a variety of resource access attacks, it is prone to both
false positives and false negatives. The ad hoc nature of
this policy language is the contributing factor to both prob-
lems. This languages lacks the generality to express either
the program context or adversary accessibility sufficiently
to block attacks. However, a concern is that once a general
policy language is identified it may be far too complex for
policy writers or, importantly in this case, automated tools
to produce policies. Fortunately, we have identified some in-
sights, which we highlight below, that motivate our design of
policy model that enables prevention of resource access at-
tacks broadly, where the policies may be simplified in many
cases.

Expressing the process context requires identifying whether
the particular name resolution is expected to retrieve an
adversary-accessible resource or not. The Process Firewall
paper used only the entrypoint to express the process con-
text for each system call invocation. This limitation led to

2The input syscall trace has been removed from this discus-
sion for simplicity, but was part of TOCTTOU defenses. We
capture all the information necessary to prevent TOCTTOU
attacks by logging resource IDs in the “check” operation and
validating them in the “use” operation. We describe this in
detail in Section 5.2.



Process Firewall

Security: Resource
                 Access
Changes: None
False Pos: Can Be 0 
Syscalls: Same

POSIX API

Security: Incomplete
Changes: Many
False Pos: Rare
Syscalls: Many

Capabilities

Security: Resource
                 Access
Changes: Very Many
False Pos: Rare
Syscalls: Almost Same

Program 
Only

System 
Only

System API
into Program

Program API
into System 

Program to Reason
about Security Intent

System to Reason
about Program Intent

Access Control

Security: Not Resource
                Access
Changes: None
False Pos: Fundamental
Syscalls: Same

Figure 2: Resource access protection continuum. Until recently no system enforcement mechanisms intro-
spected into the process to protect it from vulnerabilities.

two causes for false positives: different control flow and ad-
versary control of data flow. In one case, a library (that per-
forms system calls) is invoked from multiple callers, but only
occasionally does a caller provide a name for an adversary-
accessible file. In the other case, the dynamic analysis only
tested cases where a particular program entrypoint retrieved
files protected from adversaries, but in some rare cases that
entrypoint uses adversary input to retrieve files accessible to
adversaries. We suggest that the adversary-accessibility of
the resource the program intends to retrieve in each system
call invocation depends on whether the adversary controls
the name of the resource. This is the “process context” that
we need to determine to decide whether a retrieved resource
is unsafe. In general, determining adversary control of a
variable is a data flow problem [21]. However, we find that
for many entrypoints, all the data flows leading to that en-
trypoint are either adversary controlled or not, meaning that
we need not track the data flow at runtime in these cases.
However we wish to detect whether a name is controlled by
an adversary or not, the Process Firewall needs to reason
about adversary control of names.

Expressing adversary accessibility is conceptually simpler
in general, but harder to automate in practice. Conceptu-
ally, if an adversary is authorized to perform the requested
operation on the resource retrieved, then the resource is
adversary-accessible. However, it would be a tedious task
to identify the individual resources that may be accessible
to adversaries. Researchers have found that the resources
accessible to adversaries can be computed from the set of
adversaries and the access control policy [55, 13, 34, 62],
so we focus on a policy model that expresses adversaries.
However, as we mentioned in the last section, there is no
agreed-upon method for selecting the adversaries of each
process, and selecting them individually would also be te-
dious. Instead, leverage the notion that researchers had a
high-level principle behind their choice of adversaries, so we
aim for the Process Firewall to reason about the the method
for identifying adversaries rather than the individual adver-
saries.

5. POLICY MODEL DESIGN
In this section, we generalize the authorization rule pro-

posed originally for the Process Firewall [64] to enable more
accurate control during resource retrieval with less likeli-
hood of false positives. In Section 5.1, we propose a new
authorization rule, called a resource retrieval query (RRQ),

and show how it can prevent the various types of resource
access attacks in Section 5.2. In Section 5.4, we show how
to express adversary control of names in terms of flow state-
ments. Finally, in Section 5.3, we show how to express the
adversaries of a process using adversarial roles.

5.1 Resource Retrieval Queries
The goal is to block processes from retrieving resources

that can only lead to resource access attacks. We find that
in general we need to know: (1) whether the name resolu-
tion process is under adversary control and (2) whether the
retrieved resource is adversary accessible or not.

To understand exactly what we mean it is necessary to
have precise definitions for adversary control and adver-
sary accessibility. In general, adversaries may control the
inputs to a name resolution, names and bindings, and be
authorized to access the output of name resolution, the re-
source retrieved. For inputs, a name or binding is adversary-
controlled if the adversary is authorized to modify the source
of that input. For names, if an adversary can modify any
of the resources from which the name is constructed, then
the adversary is said to control that input. For bindings, if
an adversary can modify the filesystem links (e.g., directo-
ries and symbolic links) used in a name resolution, then the
adversary is said to control the binding. For outputs, a re-
source is adversary-accessible if the adversary is authorized
to perform the requested operation on the retrieved resource.
If an adversary is only authorized to read a resource, then
a system call that retrieves a resource for writing would be
considered inaccessible to that adversary.

On every system call that performs name resolution, we
propose to query both conventional access control (for con-
finement and some protection) and perform a second query
designed to prevent resource access attacks, called a resource
retrieval query (RRQ). We define the format of the RRQ be-
low.

RRQ(subject, adversarial role, object, name control,
object control, operation)→ Y|N|log

Like pf_invariant, the RRQ specifies the conditions un-
der which a resource retrieval is deemed unsafe, where the
default assumption is that an operation is safe (i.e., after
all it has been authorized by the traditional access control
policy). Note that this semantics is analogous to that of a
traditional network firewall, where the default is to allow the
traffic.



Our definition of RRQ makes the following changes rela-
tive to pf_invariant. First, the RRQ associates each sub-
ject with its adversarial role, which explicitly identifies the
threat model used for identifying this subject’s adversaries.
That is, the subject’s adversarial role explicitly relates the
system call’s subject to the other system subjects who may
threaten it by identifying the permission sets accessible to
non-adversaries. The adversarial role is used to identify ad-
versary control of names and bindings and adversary acces-
sibility of resources. Second, we express adversary control
of names using name control, which associates a control or
data flow of the program with the authorized bindings and
resources for that flow (via object control below). Note that
the entrypoint is one instance of a name control value, as
it implies a single node flow graph. Importantly, we show
that in some cases complex data or control-flow relation-
ships may be reduced to a simpler representation, even down
to an entrypoint alone, without loss of information. Fi-
nally, we change the argument adversary accessibility from
pf_invariant into object control. Object control simply
specifies a constraint on the authorized resources given a
name control’s flow. Normally, object control will either
specify that adversary-accessible or adversary-inaccessible
resources may be authorized given a name control flow. Note
that the object being authorized is either a binding or a re-
source3, where the operation being performed uniquely iden-
tifies whether the object is a binding or a resource. We note
that the resource ID field of pf_invariant is folded into the
object control by expressing further constraints on the ob-
jects that may be accessible given a flow and optionally prior
resources retrieved (e.g., to prevent TOCTTOU attacks).

When an RRQ query is run, the enforcement mechanism
(e.g., Process Firewall) uses the subject and adversarial role
to determine whether the object (binding or resource) being
authorized is unsafe and must be blocked. First, the en-
forcement mechanism will determine whether a name con-
trol rule matches the control (e.g., call stack) or data flow
(e.g., variable taints) that the program used to retrieve the
resource for that system call invocation. If so, then the en-
forcement mechanism will compare the object control value
to the RRQ’s object (i.e., bindings used or resource retrieved
depending on the operation) to determine whether the ob-
ject matches the object control requirement. If so, then the
rule’s action is taken (accept, deny, etc.).

5.2 Preventing Attacks with RRQs
In this section, we show that confused deputy, expanded

attack surface, and TOCTTOU attacks can be blocked using
RRQs.

For a confused deputy attack [30], the problem is that an
adversary in control of a name and/or binding can redirect
the victim to a resource that is not accessible to the adver-
sary. First, consider the case where the name is controlled
by an adversary. Using RRQs, we identify the name control
flows where the name is controlled by an adversary. If such a
flow matches, then an adversary-inaccessible resource would
be unsafe, so the RRQ object control would specify “adver-
sary accessible” for a “deny” rule. Note evaluating adversary
control of bindings is not necessary for the decision.

3An operating system will perform an authorization for each
binding in the pathname and the final resource separately.
Thus, each authorization will evaluate access to either a
binding or a resource.

Second, consider the case where the name is not controlled
by an adversary, but the name resolution uses an adversary-
controlled binding. Normally, we would expect to retrieve
an adversary-inaccessible resource, but the the use of an
adversary-controlled binding to retrieve such a resource may
enable a victim to be redirected to an unexpected resource.
Using RRQs, the object control would specify “adversary
accessible” bindings for a “deny” rule. This defense was im-
plemented as a library function called “safe-open” by Chari
et al. [13].

For an expanding attack surface attack [33], the problem
is that an adversary is in control of a resource, but not the
name. Using RRQs, we identify the name control flows when
the adversary does not control the name and associate those
with the object control where the resource is “adversary ac-
cessible” for a “deny” rule. Such a rule would be in used
in combination with the “safe-open” RRQ above to prevent
multiple possible attacks in one system call invocation.

Finally, TOCTTOU attacks occur because an adversary
can change the bindings used in name resolution to direct the
victim to a different resource, even when the same name is
used. Using RRQs, we identify a name control flow that uses
a name that will reused. An RRQ can log the resource in an
object control specification of the rule when the log directive
is provided. Other RRQs define the name control flows when
that object control will be enforced. In these RRQs, the
object control will be the resource logged previously.

The power of the RRQ approach lies in the adversarial
role and name control, which are not specified in the exam-
ples above. The adversarial role enables precise specifica-
tion of the meaning of adversary controlled and adversary
accessible relative to a role (i.e., set of permissions). As we
can see above, knowledge about adversary control and ad-
versary accessibility is fundamental to preventing resource
access attacks. In addition, the name control enables pre-
cise specification of adversary control of names, which was
missing in the Process Firewall’s rule language. As we can
see above, knowledge of the adversary’s control of names is
fundamental to reasoning about resource access attacks. We
examine how to use both of these concepts in the following
subsections.

5.3 Defining Adversaries
To compute adversary control and adversary accessibility,

we first need to identify the subjects who are adversaries.
Given a set of adversarial subjects and an access control
policy, researchers have shown that they can compute the
permissions (resources and operations) that enable adver-
sary control and accessibility [55, 13, 34, 62].

To help guide our thinking, we first review how researchers
have applied adversary accessibility in experiments previ-
ously. For example, researchers have long used user IDs
in discretionary access control systems to distinguish friend
from foe [55, 13]. In these experiments, all processes trust
root processes and those running under the same user ID. If
processes running under other user IDs (except root) may
modify the input used to build names, the bindings used
in name resolution, and/or the end resource retrieved, then
caution must be observed during resource retrieval. Simi-
larly, researchers have applied a variant of this idea to manda-
tory access control (MAC) policies, using the subject labels
as the guide [34]. Since MAC policies aim to reduce the priv-
ileges of root processes, a problem is that it is more difficult



to identify which subject labels that run root code are trust-
worthy. Researchers have proposed a threat model whereby
processes running under a particular subject label only trust
processes that have permissions to modify their executable
code or write to kernel memory [62] (applied transitively).
Interestingly, this threat model was found to correspond well
to reported vulnerabilities. That is, these relatively simple
threat models have proven useful for experimentation.

A problem has been that researchers have not been con-
vinced that these simple threat models used in experiments
can be used in practice to prevent attacks without caus-
ing numerous false positives. The problem has been that
just identifying where an adversary has access to a bind-
ing or a resource is insufficient to detect an unsafe ac-
cess. Consider the confused deputy attack [30]. If the
process uses adversary-inaccessible bindings to retrieve an
adversary-inaccessible resource, it may still be unsafe if the
adversary controls the name used. Thus, adversary acces-
sibility of system objects (bindings and resources) must be
combined with adversary accessibility of program objects
(names) to reason about resource access attacks compre-
hensively. Thus, the combination of system and program is
required to leverage adversary accessibility effectively.

A second problem is that administrators did not have any
guidance for selecting adversaries for a program. However,
as prior research has shown there are a few simple and ef-
fective ways of describing the adversaries of a program. In
this paper, we highlight three such cases, which we will ex-
press below using adversarial roles. First, researchers have
often employed the notion that processes running with your
user ID and a root user ID are trusted, which we call the
root role, such as used previously in DAC systems [55, 13].
This approach reflects some practical issues in trust. All
processes must trust root processes, and any process with
the same user ID can perform the same operations. Second,
researchers recently proposed an approach for identifying
trusted subjects in MAC policies, where one subject only
trusts the MAC subjects that may write to kernel mem-
ory or their executable code [62], which we call the local
role. The advantage of this approach is that it also con-
siders the practical issues of trust. Any process that can
modify kernel memory or your processes’s executables must
be trusted. Third, researchers have proposed adversaries
directly as those processes with network access, which we
call the remote role. Some conventional operating systems
employ a policy where only network-facing daemons are un-
trusted [49, 50]. This approach differs from the ones above in
that it focuses on adversaries rather than trusted processes,
although the number of adversaries is smaller in practice.

In formulating an approach to express adversarial roles
we highlight three facts. First, whether a subject is an ad-
versary does depend on the permissions they hold. Second,
some permissions may indicate that the subject is trusted
whereas others identify the subject as an adversary. Third,
some of these permissions are subject-specific, such as the
permissions to modify the subject’s executable code files.
As a result, we define an adversarial role relative to a sub-
ject s as AR(s) = (P, f(s,P), {t,a}), where P is a set of
permissions, f(s,P) is a function that computes subject-
specific permissions from the access control policy P, and
{t, a} identifies whether possession or lack of those permis-
sions makes one an adversary. For example, local role above
includes a set of permissions to write to kernel objects in

P and subject-specific permissions to their executable code
files f(s,P)4, where the subjects with those permissions are
the only trusted subjects {t}. As in role-based access con-
trol, administrators could predefine such roles. In practice,
we expect that the number of adversarial roles in use will
be modest, enabling such adversarial role definitions to be
reused across deployments, as roles can be reused for multi-
ple users.

5.4 Expressing Name Control
In general, whether a resource retrieval is unsafe or not re-

quires knowledge about the adversary’s control of the names
used in resource retrieval. Our goal is to define a method
for specifying whether a name is adversary-controlled or not
using the program constructs. However, as described above,
program entrypoint is too limited to express adversary con-
trol of names in all cases. Nonetheless, where an entrypoint
is sufficient to express adversary accessibility, we would like
our specification to “compile” into an entrypoint.

Whether a name may be modified by an adversary is fun-
damentally a data flow problem. For example, Denning de-
fines an information flow model for programs [21] that is
sufficient to identify whether the value of a name variable
is controlled by an adversary of a program statically. This
model has been applied to develop automated methods [45]
to determine whether the security requirements of a “chan-
nel” in which a variable is used (e.g., a resource retrieval
system call) complies with the security requirements of the
variable itself (e.g., an adversary-controlled name).

In this context, we could apply static program information
flow analysis [45] to determine whether all the data flows to
a name variable at a system call entrypoint include data
from an adversary controlled input (e.g., file). Conversely,
we could use static program analysis to determine whether
no data flow to a name variable at a system call entrypoint
includes data from an adversary controlled input. In either
case, then knowledge of the entrypoint alone is sufficient
to identify whether the name is adversary-controlled or not,
enabling enforcement using the Process Firewall rules in Sec-
tion 4. Thus, where static analysis can prove the adversary
control of an resource retrieval entrypoint in all cases, the
entrypoint is sufficient for RRQ rules as well.

However, not all information flows may be derived stati-
cally, as some names may only be under adversary control
some of the time. For example, some names may be derived
from inputs that may sometimes originate from adversary-
controlled files and sometimes not. In this case, program
information flow analysis utilizes runtime labels [44]. Such
analysis would log the runtime labels of files that may be
used to provide name input and determine the label of the
name variables at name resolution system calls. This ap-
proach has been leveraged to connect program information
flow with system labels for SELinux [32]. Using this method,
adversary control of names is determined at runtime, which
the enforcement mechanism can then extract to enforce the
RRQs. For the prior work, APIs were designed to enable
information flow-aware programs (in the Jif language [46])

4In an SELinux policy [57], executable files have a special la-
bel that distinguishes them from regular files. The SELinux
policy also specifies the subject labels that may execute
those files. If this subject can execute a file of a particu-
lar object label, then permission to modify that file (label)
is added to the adversarial role [62].



to retrieve the necessary labeling information from SELinux
to authorize access (in the traditional manner). As shown in
Figure 2, the Process Firewall works in the opposite direc-
tion by extracting program context (the label of the name
variable) from the program memory. However, this can eas-
ily be done by creating a map in program memory between
the name variable at the entrypoint and the label of the vari-
able. Thus, the RRQ name controls associate the variable,
entrypoint and adversary-control status expected to dictate
the allowed adversary accessibility.

A practical problem is that very few programs are writ-
ten in the Jif programming language. In practice, dynamic
taint analysis [71, 24] would be used to determine whether
an adversary-controlled a name variable. However, full dy-
namic taint analysis is very expensive. Fortunately, we are
only interested in a few variables, but unfortunately, many
complex data flows may impact their values. Dynamic taint
analyses have been designed to distinguish between different
(adversary-controlled and not) sources [9, 48, 71]. However,
taint analysis does not handle certain kinds of information
flow (implicit flows), meaning that it is currently less accu-
rate than the information flow analysis above. Nonetheless,
using dynamic taint analysis techniques, we can write the
same RRQ rules.

Finally, note that programmers may want to use application-
specific sanitization to untaint a flow that has a dependence
on adversary input. Information flow analysis uses endorsers
to remove adversary control from data, whereas taint analy-
ses also support this in a somewhat more ad hoc way. Note
that with above analyses, RRQs could be generated auto-
matically, excepting for such sanitization operations.

6. EVALUATION
In this section, we evaluate the impact of different ad-

versary models on the use of the entrypoint alone to de-
scribe name controls. This study was performed on a newly-
installed Ubuntu 12.04 Desktop filesystem protected by the
SELinux reference policy [57]. The analysis data was pro-
duced using a runtime analysis driven by Linux package test
suites and normal use. As runtime analysis is inherently
incomplete, this analysis provides an upper bound for the
number of entrypoints that may be classified as accessing
only one type of resource.

Under that limitation, we notice three interesting trends.
First, as shown in Table 1, the adversary model has a signifi-
cant impact on the ability to classify entrypoints. Second, in
all models, a significant number of entrypoints are classified
as either retrieving only adversary-accessible or adversary-
inaccessible resources. In those cases, RRQs can use the
entrypoint for name control. However, Table 2 shows that
a vast majority of the individual system call invocations are
made at entrypoints that retrieve both adversary-accessible
and adversary-inaccessible resources. This shows that it is
important that RRQs handle data flow in a more flexible
way for the remaining entrypoints, as they are most often
used.

Adversary Models. We evaluate three different adver-
sary models: one based on the DAC policy, and two based
on SELinux MAC policies. All of them assume both remote
and local adversaries. In the DAC adversary model (Root
from Section 5.3), a user ID has as adversaries all other user
IDs, excepting the superuser root. This model holds for sys-
tems that use only DAC to control access. The first MAC

Adversary Adv. Acc Adv. Inacc Both
Model Resources Resources

Root 8334 360 2371
Local 5436 1675 3954
User 8652 880 1533

Table 1: Adversary accessibility for entrypoints.

Defense Rule Invoked Syscalls %

Only adv. inacc. Root 439379 9.40%
Local 29017 0.62%
User 74716 1.6%

Only adv. acc. Root 582 0.01%
Local 2035 0.04%
User 1073 0.02%

safe open Root 138825 3.0%
Local 1019481 21.8%
User 119560 2.5%

Total 4671037 –

Table 2: The number and percentage of system calls
for which the entrypoint alone is sufficient to prevent
resource access attacks.

adversary model [62] (Local from Section 5.3) assumes only
a minimal system and application trusted computing base.
This model is conservative; for example, network daemons
are adversarial to the local system. This scenario holds when
network daemons are broken into, and try to further esca-
late privileges. The second MAC adversary model (User)
assumes only two subjects – user_t and guest_t (assigned
to unprivileged users) – and all the resources modifiable by
these two subjects, untrusted. This corresponds to adver-
sarial local users who have a login to the system and are
constrained by MAC policies.

Sufficiency of Entrypoint Context. In Table 1, we
show the number of entrypoints that retrieve only adversary-
accessible resources, only adversary-inaccessible resources,
or both, for the three different adversary models.

This table shows that under the Root, Local and User
models, we can classify 78.5%, 64.2% and 86.1% of en-
trypoints respectively as accessing either only adversary-
accessible resources or only adversary-inaccessible resources.
Thus, it appears likely that a significant portion of RRQs can
use entrypoints to describe name controls.

System Call Frequency. We examine the distribution
of system calls relative to those that can be protected us-
ing name controls specified by entrypoint. This tells us the
number of system calls, regardless of entrypoint, for which
the entrypoint alone is sufficient to describe the program
data flow. Table 2 shows the number of times a system
call associated with that classification was invoked. In this
case, we also include safe open defenses which do not require
knowledge of the adversary control of names for comparison.

Table 2 shows that only a small percentage of the system
calls are run using entrypoints that only access adversary-
accessible or adversary-inaccessible resources. On examin-
ing the cause for the low percentages, we found that many
system calls are made through a few commonly invoked en-
trypoints, and most of these commonly invoked entrypoints
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Figure 3: Number of Invocations per Entrypoint

use both adversary-accessible and adversary-inaccessible re-
sources. This is shown in Figure 3. Many of these en-
trypoints belong to common programs; for example, the
50 most commonly invoked entrypoints belonged to either
the Python or Bash interpreter. For these entrypoints, the
RRQ’s name controls should in addition be based on knowl-
edge of program data flow.

7. CONCLUSIONS
In this paper, we presented a policy model to prevent re-

source access attacks. While a variety of methods have been
proposed, this is the first method to make explicit all aspects
of resource retrieval: adversaries, using adversary roles; ad-
versary control of the names used in resource retrieval, using
name controls; the adversary control of the bindings used
in name resolution; and adversary access to the resource
retrieved. In particular, we focus on the challenges of ad-
versary roles and name control via program flows, defining
simple models for expressing each that leverages a variety of
prior work. Our evaluation shows both that the adversary
models chosen make a significant difference how resource ac-
cess attacks must be prevented and that data-flow tracking
is fundamental to a comprehensive defined for resource ac-
cess attacks. Often, well over 90% of the individual system
calls require data-flow tracking to prevent resource access
attacks accurately.
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