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Cloudy Foundations
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Can customers move their services and 
validate that they still protect data security?
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Reasons to Doubt
• History has shown they are vulnerable to attack

‣ SLAs, audits, and armed guards offer few guarantees

‣ Insiders can subvert even hardened systems
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Cloudy Future 

• New problem or new solution?

‣ New challenges brought on by the cloud (plus old ones)

‣ Utility could provide a foundation for solving such challenges
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Cloudy Future 

• Improve on data centers?  On home computing?

‣ Seems like a low bar
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AmazonIA
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our case, operates the IaaS cloud infrastructure, authenti-
cates users and bills them for the resources they consumed.

The Publisher creates and publicly o↵ers cloud apps, called
Amazon Machine Images (AMIs). For this, he selects an ex-
isting AMI (AMI-1 in Fig. 1), instantiates it (Instance-1AMI-1),
logs into the running instance to configure it, and finally
publishes a snapshot as a new AMI (AMI-2).

The Consumer selects this AMI from a list of available
AMIs, instantiates it (Instance-2AMI-2), and uses it for her
purposes. Optionally, a Publisher can declare an AMI as
paid AMI to earn money from Consumers invoking it.
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Figure 1: Basic System Model of Cloud App Store

The Cloud App Store poses security challenges for both,
Consumers and Publishers (see also [48, 17]).

Security of Consumer. The Consumer must trust the
Publisher not to include any malware into the AMI. Such
a malicious AMI could contain a Trojan horse that spies
on or modifies the Consumer’s data, or a backdoor for mali-
cious remote login. Even though full protection against such
malicious AMIs is almost impossible, filters, virus scanners,
and rootkit detectors could provide at least some level of
protection [48].1

Security of Publisher. The Publisher on the other hand
might accidentally publish AMIs that contain highly sensi-
tive information. Examples include keys, credentials, pass-
words, command history/log files, or source code.

Although Amazon’s user guide recommends to ensure that
all confidential information is removed before publishing an
AMI [12, Sharing AMIs Safely], many users seem to be un-
aware of the crucial consequences of ignoring these recom-
mendations, do not have the appropriate tools at hand, or
simply forgot private data in their AMIs.

The Gap between Theory and Practice. The Pro-
vider could filter AMIs for Trojans, backdoors, or confiden-
tial information to reduce the chance of malicious or sen-
sitive data within AMIs. This was proposed in [48], but
although the automated filtering system presented in that
paper seems to be used already within the IBM Smart-
Cloud [32], the explicit filtering rules are not available to
the public.

In contrast, Amazon currently does not provide automated
scanning of public AMIs as they are not responsible/liable
for what users do with their own data. Though Amazon
quickly reacts on incidents reported to their security hotline
1In principle, this is similar to mobile app stores where
downloaded apps must be trusted as well. Recently,
Google’s mobile app store withdrew 25 Android apps that
were infected with malware [13]. As such attacks also
harm the reputation of the mobile app store provider, some
providers already review new apps submitted to the store to
ensure that they perform as expected [9, 31].

and informs a↵ected customers, e.g., those running an AMI
in which a backdoor was found [15].2

In this paper we show that these previously reported inci-
dents are only the tip of the iceberg and many of the publicly
available AMIs have severe security vulnerabilities leaking
highly sensitive data.

Our Contribution and Outline.
After summarizing related work in §2 and giving back-

ground information on the Amazon Web Services (AWS)
in §3 we present the following contributions.
Extraction of Sensitive Information from Public

AMIs (cf. §4). Through an extensive analysis we were able
to extract highly sensitive information from several publicly
available EC2 AMIs. To make the analysis cost and time
e↵ective we developed an automated tool that uses di↵erent
search strategies and exploits technology specific aspects of
the Amazon cloud. The costs for running our attack were
less than $20 while the information we extracted from the
AMIs would allow an attacker to cause financial damage of
several $10, 000 per day and could severely harm the reputa-
tion of several companies that operate services in the cloud.
After testing overall 1225 AMIs we got hold of the source
code repositories, administrator passwords and other types
of credentials of various web service providers.
SSH Vulnerabilities in AMIs (cf. §5). We discovered

several vulnerabilities in AMIs that are introduced by incor-
rect usage and configuration of SSH. About one third of the
tested 1100 public AMIs in Europe and the US-East region
contain an SSH backdoor, i.e., a (forgotten) public key that
allows remote login for the Publisher. We identified multi-
ple instances that use the same SSH host key which allows
an external attacker to correlate these instances running the
same or a similar AMI, identify candidates for corresponding
public AMIs, and mount several attacks, e.g., host imper-
sonation.
Countermeasures (cf. §6). We provide several mech-

anisms to protect against our attacks on public AMIs. Be-
sides organizational measures we propose to use our tools to
enhance the security of the interfaces for publishing AMIs
and also extensions to the interface of the Cloud App Store.

2. RELATED WORK
In this section we briefly revisit previous work on the se-

curity challenges of publicly sharing Virtual Machine (VM)
images (AMIs in our terminology) on which we build our
practical attacks. Afterwards we review the main related
work on general cloud security, security aspects specific to
the Amazon cloud, and methods for searching private data.

VM Image Analysis.
As summarized in §1, security and privacy risks for the

Consumer and Publisher when sharing VM images have
been identified in [48]. Shared VM images may contain ei-
ther malware that was intentionally or unintentionally in-
cluded by the Publisher. To protect against these threats,
the authors propose filtering of VM images by the Provider
which has been implemented in the Mirage image manage-

2“For security reasons, we (Amazon) recommend that any
instance based on a publicly available AMI that is dis-
tributed with an included SSH public key should be con-
sidered compromised and immediately terminated.” [14]

390

Consumers use published instances [CCS 2011]

Instances may be flawed - have adversary-
controlled public and private keys 
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Security Configuration 

‣ Zillions of security-relevant configurations for instances

• Firewalls

• Mandatory access control 

‣ SELinux, AppArmor, TrustedBSD, Trusted Solaris, MIC

• Discretionary access control 

• Application policies (e.g., Database, Apache)

• Pluggable Authentication Modules (PAM)

• Application configuration files

• Application code enforces security

‣ Plus new configuration tasks for the cloud - e.g., storage  
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Insiders
‣ Although the vendor may have a good reputation, not every 

employee may
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Embracing the cloud 
Trust me with your 

code & data 

Cloud Provider Client 

You have to trust us as well 

Cloud operators 

Problem #1 Client code & data secrecy and 
integrity vulnerable to attack 

11"
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Side Channels
‣ Shared infrastructure leads to visibility for others

• You can’t monitor, but others can 

‣ Get Off My Cloud - Ristenpart et al. [CCS 2009]

• Caches (Memory)

• Devices (I/O)

• CPU

• Scheduling

‣ Ari Juels -- “Many of the security implications of the cloud 
stem from tenants entrusting computing resources to a third 
party that they controlled in the past.”

‣ Not really going to discuss this further

9
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Managing the Cloud is Complex & Error-Prone 

4/13/18 Nuno Santos 2 

Customer 
Is my data 

properly managed? 
Data 

Cloud Provider 

Cloud Software 
Administrator 

Cloud software admins. can 
compromise customers’ data 
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1.  Newer hypervisors can offer 
protection from SW admins. 

}  e.g., nested virtualization: 
CloudVisor [SOSP’11], Credo 
[MSR-TR] 

 
2.  Trusted computing can attest 

cloud node runs  
“correct” hypervisor 

}  Trusted Platform Module (TPM) 

Trusted Computing Can Help Mitigate Threats 

4/13/18 Nuno Santos 3 

Customer 

Cloud Node 

Cloud Provider 

Hypervisor 

Attest 

Customer 
VM 

TPM HW 

But, TPMs alone ill-suited for the 
cloud 
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Our Contributions 

4/13/18 Nuno Santos 5 

1.  Policy-sealed data abstraction 
}  Data is handled only by nodes satisfying customer-chosen policy 
}  Examples:  

}  Handle data only by nodes running CloudVisor 
}  Handle data only by nodes located in the EU 
 

2.  Use attribute-based encryption (CP-ABE) to implement 
abstraction efficiently 

}  Binds policies and node attributes to node configurations 
}  Ciphertext-Policy Attribute-Based Encryption [Bethencourt07]  

Excalibur incorporates both contributions 
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Excalibur Addresses TPM Limitations in Cloud 

4/13/18 Nuno Santos 6 

}  Enables flexible data migration 
across cloud nodes 
}  Customer data accessible to any node 

that satisfies the customer policy 

}  Hides node’s identities and low-
level details of the software 
}  Only high-level attributes are revealed 

 
}  Masks TPMs’ poor performance 

}  Enforcing policies does not require 
direct calls to TPMs 

Policy-sealed data 

Attribute-based 
encryption 
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Hypervisors 

Policy-Sealed Data 

4/13/18 Nuno Santos 10 

Provider Customer 

Policy-Sealed Data 

+ 
Seal 

encrypt and bind 
data to policy 

Unseal 
decrypt data iff 

node meets policy 

Seal to: 

visor = “secure visor” 

Secure 

Commodity 
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4/13/18 Nuno Santos 

Excalibur Architecture 

13 

}  Check node 
configurations 
}  Monitor attests 

nodes in 
background 

}  Scalable policy 
enforcement 
}  CP-ABE 

operations at 
client-side lib 

Monitor 

Customer 
Policy-Sealed Data 

+ 

 seal 

unseal  attest & 
send 

credential 

Datacenter 
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Side Channels
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Excalibur Mediates TPM Access w/ Monitor 

4/13/18 Nuno Santos 14 

Monitor goals: 
 
}  Track node ids + TPM-based 

attestations 
}  Hides low-level details from users 

}  Track nodes’ attributes that cannot 
be attested via today’s TPMs 
}  e.g., nodes’ locations (EU vs. US) 

}  Form the cloud’s root of trust 
}  Customers only need to attest the 

monitor’s software configuration 

Cloud Node 

TPM 

Monitor 

Customer 
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IaaS Cloud Platform

• IaaS clouds rely on a variety of cloud services to provision and 
manage users’ data (e.g., VM and container)

Hypervisor

VMCompute
Service

Hypervisor

VMCompute
Service

Hypervisor

VMCompute
Service

Scheduler

API
Network

Storage

Msg Queue

DB

Auth

Image

IaaS software stack vendors:

IaaS service vendors:
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Vulnerabilities in Cloud Services

Over 150 vulnerabilities reported !
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Attacks via Service Vulnerabilities

• Cloud services run with all users’ permissions, and even cloud 
vendor’s permission

• Confused deputy attacks

• Inadvertent or intentional data leakage 

• Problem compounded by the need of cloud services to make critical 
security decisions over users’ data

Cloud Services
(CVE-2012-0030)

Alice’s VM

Mallory’s VM

Take a snapshot of 
Alice’s VM

Mallory

Cloud Services
(CVE-2013-4183)

Alice’s VM

Mallory’s VM

volume

volume
Cloud Services

(CVE-2015-7548)

Vendor’s DB 
Credendtial

Mallory’s VM

Inadvertent or 
intentional leakage

Mallory
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Attacks via Flawed Trust Assumption

• Cloud services fully trust each other

• Once an adversary controls a cloud service or node (e.g., via 
hypervisor vulnerabilities), she can perform arbitrary operations on 
benign cloud nodes via cloud service interactions

• Compromise of one cloud service can lead to data compromise cloud 
wide

• A user’s TCB includes each and every cloud service & node

Compute
 Service

Alice’s
VM

Compute
 Service

Cloud  Node Cloud  Node

Take a snapshot
Destroy Alice’s VM

Shutdown cloud node
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Insight

• Cloud services themselves cannot control data propagation due 
to vulnerabilities

• Information flow control (IFC) over cloud services

• Compromised cloud services and nodes have unlimited access 
to any user’s data on any cloud node

• Bound the data accessibility of a cloud node to the users that are 
using (thus trusting) the cloud node

• Decentralized security principle: a user’s data security does not 
depend on system components that the user does not trust [Arden 
2012]
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DIFC over Cloud Services

• Enforce Decentralized Information Flow Control (DIFC) over 
cloud services to mitigate cloud service vulnerabilities

• Confine cloud services to individual users’ security labels

• Cloud services must explicitly declassify or endorse data using ownerships

Alice-API
S = {a}

Alice-Compute
S = {a}

Alice-VM
S = {a}

Bob-API
S = {b}

Bob-Compute
S = {b}

Bob-VM
S = {b}

Isolating cloud users

Alice-Volume
S = {a}

Alice-Declassifier
S = {a}, O= {a}

Volumes Store
S = { }

Alice-API
S = {a}

…

Export protection
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Control of Cloud Services

• Cloud services(stateless) —> ephemeral event handlers

• [Insight] Cloud services are constructed using event dispatch loop 
[Efstah. 05]

• Dispatcher on a cloud node spawns event handlers on-demand with 
users’ labels

Dispatcher
O = {a, b}

Event-Handler
S = {a}

Event-Handler
S = {b}

Events

Responses

Dispatch

Result

Result

Dispatch
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Spawning Event Handlers

• Requirements:

• [who can spawn] prevent nodes that do not have a user’s authority 
from spawning event handlers that may access that user’s data

• [where can it spawn] prevent nodes that fail to satisfy cloud policy 
(e.g., CoI) from being selected to execute the user’s event handler

• [best place to spawn] find the “ideal” cloud node to spawn 

Spawn

Mallory’s API
S = {m}, I= {m}

Alice’s Compute
S = {a}, I= {a}

Cloud Node Cloud Node

Alice’s 
VM

Spawn

Coke’s API
S = {a}, I= {a}

Coke’s Compute
S = {a}, I= {a}

Cloud Node Cloud Node

Pepsi’s Compute
S = {a}, I= {a}
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Spawn Sketch

• Daemon (dispatcher) needs to be delegated with authority to 
spawn new event handlers with ownership capabilities

• authority = {ownership, node, auth}

• Having the authority indicates the node is trusted by the user

2

Event Handler p
Sp = {a}

Pileus Daemon Dp

Ownership
Registry

Pileus Daemon Dq

Event Handler q
Sq = {a}

1

3

4

5
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Capability (Ownership) Delegation

• centralized control over authority distribution:

• [who can spawn] only a cloud node trusted with a user’s authority can 
spawn on other cloud nodes with the user’s label

• [where can it spawn] enforces mandatory cloud policy (e.g., ICAP)

• [best place to spawn] most compatible security requirements 

2

Event Handler p
Sp = {a}

Pileus Daemon Dp

Ownership
Registry

Pileus Daemon Dq

Event Handler q
Sq = {a}

1

3

4

5
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Mitigating Vulnerabilities

• Pileus blocks 6* zero-day OpenStack vulnerabilities that were 
newly reported after Pileus’s deployment

Systematic mitigation of 1/3 
vulnerabilities reported in OpenStack
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OpenStack on Pileus

• Pileus does not block normal cloud operations

• Cloud services are confined as-is in majority of cloud operations

• Few requires declassification and endorsement 

• When an operation causes data flow across user boundaries (i.e., resource sharing)

• Declassifiers and endorsers are simple

• Volume declassifier (50 SLOC), image endorser (150 SLOC)
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Conclusion

• Pileus is a model and system that protects users’ data from 
vulnerable cloud services

• It mitigates cloud service vulnerabilities by enforcing Decentralized 
Information Flow Control (DIFC)

• It addresses the mutual trust assumed by cloud services and nodes by 
enforcing Decentralized Security Principle (DSP)


