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Abstract

In this paper we present preliminary results on the applica-
tion of Labeling RAAM for encoding pyramids. The LRAAM
is a neural network able to develop reduced representations
of labeled directed graphs. The capability of such representa-
tions to preserve structural similarities is demonstrated on a
pyramid. We suggest to exploit this skill in data compression
and/or to discover scale affine autosimilarities.

INTRODUCTION

A model frequently used in image analysis is the gquadiree, a hierarchical
data structure based on the principle of recursive decomposition of space
[10]. Different instances of quadtree can be obtained depending on the type
of data represented, the decomposition principle, and the resolution (variable
or not). In this paper, we discuss how a new type of neural network, the
Labeling RAAM, seems specially suited to code it. Specifically, we consider a
complete quadtree implementing a pyramid, a data structure used to repre-
sent a multiresolution version of an image using nonoverlapping 2 by 2 blocks
of pixels (see Fig. 1). The aim is twofold: to get a compressed representation
and/or to discover scale affine redundancy in the image represented by the
pyramid. Firstly, we introduce the LRAAM model. Then, preliminary results
obtained on pyramids are presented and discussed.

LABELING RAAM

The Labeling RAAM (LRAAM) [12, 15, 16, 17] is an extension of the RAAM
model [9] which allows one to encode labeled structures. The general structure
of the network for an LRAAM is shown in Figure 2.
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Figure 1: A pyramid implemented by a quadtree.
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The network 1s trained by backpropagation to learn the identity function.
The idea is to obtain a compressed representation (hidden layer activation) of
a node of a labeled directed graph by allocating a part of the input (output)
of the network to represent the label (Nz units) and the rest to represent one
or more pointers. This representation is then used as pointer to the node. To
allow the recursive use of these compressed representations, the part of the
input (output) layer which represents a pointer must be of the same dimension
as the hidden layer (Ng units). Thus, a general LRAAM is implemented by
a Ny — Ny — Ny feed-forward network, where Ny = Ny + nNg, and n is the
number of pointer fields.

Labeled directed graphs can be easily encoded using an LRAAM. Each
node of the graph only needs to be represented as a record, with one field for
the label and one field for each pointer to a connected node. The pointers only
need to be logical pointers, since their actual values will be the patterns of
hidden activation of the network. At the beginning of learning, their values
are set at random. A graph is represented by a list of these records, and
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Figure 2: The network for a general Labeling RAAM.
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Figure 3: An example of a labeled directed graph.

this list constitutes the initial training set for the LRAAM. During training
the representations of the pointers are consistently updated according to the
hidden activations. Consequently, the training set is dynamic. For example,
the network for the graph shown in figure 3 can be trained as follows:

input hidden output

(Ly Pry(t) Prg(t))  —  Poy(t)  —  (ZV(t) Pi,(2) Pry(2))
(L2 Puy(t) Pu,(0)) — PG — (L3 P/ PY(¥)
(L3 Pn, (1) Pus(8)) — Pt — (Li@¥) P/ (¥) PL(1)
(Ly nili(8) nila(8)) —  Pp,(1) —  (L{(t) nili (t) nald'(2))
(Ls Pn,(t) nils(t)) — PL.() — (L{(@) Py (1) nild (1))

where L; and P,; are the label of and the pointer to the ith node, respec-
tively, and ¢ represents the time, or epoch, of training. At the beginning of
training (¢ = 1) the representations for the non-void pointers (P,,(1)) and
void pointers (nil; (1)) in the training set are set at random. After each epoch,
the representations for the non-void pointers in the training set are updated
depending on the hidden activation obtained in the previous epoch for each
pattern: Vi P, (¢t + 1) = P) (t). The void representations are, on the other
hand, copied from the output: nil;(t + 1) = nili(t).

If the backpropagation algorithm converges to zero error, it can be stated
that:

Li=1y I.=1Y Ly =LY Ly=1LY
Ly=1L! P,=P' P,=P! P,=P!

P, = P,'l'5 nily = il nily = nild  nils = nalf

Once the training is complete, the patterns of activation representing
pointers can be used to retrieve information. Thus, for example, if the ac-
tivity of the hidden units of the network is clamped to P,i, the output of
the network becomes (L1,Py2,Pn3), enabling further retrieval of information
by decoding P2 or P,3, and so on. In order to decide whether a pointer is
void or not, one bit of the label 1s allocated for each pointer field to repre-
sent the void condition. This convention allows us to avoid a commitment
to any predefined representation for the void pointer. Consequently, copying



1 17
1 oif
- <
N S €
2
Z
8 C 12 12
3 1z 1o
1 1
1 i &
1 194 1 1
1 L L ko)

Figure 4: An example of label encoding of a pyramid for an 8 x 8 image.

the representations for the void pointers from the output of the network to
the training set results in a faster training, where multiple representations for
the void pointer are developed by the network itself. For more details on this
issue the reader is reffered to [15]. Note that multiple labeled directed graphs
can be encoded in the same LRAAM.

ENCODING PYRAMIDS

Since a pyramid can be represented as a labeled tree, it can be easily encoded
by an LRAAM. The aim in using an LRAAM is to obtain a compact represen-
tation of the pyramid where the same pattern at different scales is uniquely
represented, i.e.; without affine redundancy [1]. The definition of the label
for a pattern in the training set of the LRAAM can proceed from the leaf
level to the root of the pyramid (see Fig. 4). One drawback of this approach
is that the number of patterns in the training set grows exponentially in the
dimension of the image. Given a 2" x 2" image, if the scale factor is 1/2,
the total number of patterns in the training set is Z?:_ol 4%, Thus, it is clear
that images of large dimensions are difficult to handle with a single LRAAM.
For example, the training set for a 256 x 256 image would be composed by
slightly less than 22,000 patterns. One possible solution to this problem, that
we have to verify, is the use of a modular LRAAM, where every module is
responsible for the encoding of a given subtree. Another solution is to start
learning with a training set representing the lower resolution levels of the
pyramid and, after convergence, augmenting the training set to the complete
one.

Once the training set has been generated, the LRAAM is trained until
it can decode successfully the pyramid. We have observed that, with this
stopping criterion, and under the condition of affine redundancy in the image,
learning converges rather early. For example, using the encoding scheme
shown in figure 5 on an 8 x 8 version of the Sierpinski triangle, the mean
number of epochs employed by the corresponding 12 — 2 — 12 LRAAM was
slightly more than 100.

We verified faster learning using the descending-epsilon heuristic tech-
nique [18]: during the learning phase we maintain a list of the patterns hav-



ing a decoding error higher than a specified value. The backpropagation
is performed only on the patterns of the list: when all patterns are below
the threshold, we lower the threshold and resume the backpropagation. The
procedure stops when we obtain the perfect decoding.

Analysis

An important property of the LRAAM model is the capability to develop sim-
tlar hidden representations for pointers to similar labeled trees. An example
of this capability is given by the hidden activation deviced by the 12 —2— 12
LRAAM encoding the Sierpinski triangle. In figure 6 we show, on the left
side, the label map obtained by decoding a set of points sampled from the
pointer space, and on the right side, the vector fields obtained by transform-
ing the same set of points through the children transformations. A vector
field is represented by plotting the sampled points (domain points) and their
transformed results (image points) as vectors starting from the domain (dots)
and arriving to the image points. Note how the network exploits the same
pointer transformation for pointer fields encoding the same set of subtrees.
This allows the LRAAM to decode correctly this image at a resolution higher
than the one used in the training set. This property, however, must be verified
on images which are not so regular.

The pointers’ dynamics is the subject of figure 7: in this representation the
application of the same pointer transformation is repeated until convergence
to a fixed point. The gray scale denotes the number of steps to reach the fixed
point where darker areas mean a higher number of iterations. Note that the
network places the fixed points in the vertices of the [—1,1]V# space. This
property can be explained by probabilistic arguments concerning the stability
of the decoding (for a discussion on stability properties of the LRAAM see
[16]).

Another example of pyramid (Fig. 8) with the corresponding label map,
children vector fields and pointers’ dynamics maps are shown in figures 9 and
10.

From our analysis of the decoding of the label and the pointers’ dynamics,
the fractal approximation developed by the LRAAM seems to have a close
relationship with the hierarchical iterated function system model [3, 4], where
a graph of hierarchical IFS generates the image. In our case, nodes of the
graph represent fixed points of the pointers’ dynamics. Each node is labeled
by the label obtained by decoding the corresponding fixed point. Arcs of the
graph represent pointer transformations of the fixed points (see Figure 11).

It must be stressed that the construction of these graphs can be done, in
this case, only because any fixed point is actually transformed in another one
(or in itself) in just one transformational step. In general, however, this may
not be the case. We are currently investigating under which conditions the
graph construction scheme holds.



Figure 5: The pyramid coding the Sierpinski triangle.
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Figure 6: Representations devised by an LRAAM encoding an 8 x 8 Sierpinski
triangle; left: label map on the pointer space; right: vector fields for the
children transformations.

Figure 7: The pointers’ dynamics maps for the Sierpinski triangle.



Figure 8: The pyramid coding the simple triangle.
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Figure 9: Representations devised by an LRAAM encoding an 8 x 8 triangle.
left: label map on the pointer space; right: vector fields for the children
transformations.

Figure 10: The pointers’ dynamics maps for the simple triangle.



Figure 11: The graphs, derived by the LRAAM, generating the Sierpinski
triangle pyramid (left) and the triangle pyramid (right). Each node represents
a fixed point in the pointers’ dynamics and its label 1s the label obtained by
decoding the fixed point. Arcs represent pointer transformations. Node z is
connected to node y by an arc labeled ¢ if T;(2) = y, i.e., if the fixed point
associated to z is transformed to y by the pointer transformation T;().

Applications
There are two possible applications of encoding pyramids by Labeling RAAM:

e data compression; a set of pyramids can be described by the set of
pointers to the roots plus the decoder part of the LRAAM;

e affine redundancy discovery; the likeness among pointers can be used
to establish similarities among patterns at different scales, so to device
an efficient fractal compression.

Using an LRAAM for data compression requires a careful choice of the
number of units in the hidden layer. More units in the hidden layer guar-
antee a better reconstruction of the image represented by the pyramid, but
the compression factor decrease because the number of parameters (weights)
grows as a quadratic function. Specifically, given pointers of dimension Ng
and label of dimension Ny, we have

ANF + (N +5)Ng + N

parameters. In fact, the dimension of the hidden layer affects the number of
different labels that the LRAAM can encode. Having an insufficient number
of hidden units constrains the network to find the minimal approximation
with the most used label present in the image at every scale, which is the
simplest fractal approximation allowed by the pyramidal representation. We
are still working on the evaluation of the best trade-off between quality of



the image and data compression. Note that pruning techniques like OBD [7],
and OBS [6] can be used to reduce the number of weights in the network.

Classification of fractal images by a neural network was explored in the
paper [5]. The feed-forward network used in that work, where the pyramid
is explicitly represented into the topology of the network, can be considered
as a special case of our model. In our case, however, we are not interested in
classification, but in discovering scale affine autosimilarity. The ability of the
LRAAM to represent similar patterns by similar pointers can be exploited to
identify a fractal approximation of the image [1, 2, 11, 8].

CONCLUSIONS

The LRAAM model seems ideal to code a pyramid representing an image
with scale affine redundancy. The hidden representations developed by the
LRAAM seem to capture redundancies present in the image at different scales.
The LRAAM can be used either to compress the pyramid or to discover au-
tosimilarities which can be exploited by a fractal compression method. The
compression rate can also be improved by coding the image into an incomplete
pyramid using a decomposition principle based on statistical regularities. In-
complete pyramids can be encoded without problems by an LRAAM which
can represent every kind of tree.

Besides the present line of research, it is likely that all areas utilizing
quadtrees for different applications could use the interesting characteristics

of the subsymbolic coding developed by the LRAAM.
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