True/False
For each question, indicate whether the statement is true or false by circling T or F, respectively.
A
1. (T/F)Af A is an eigenvalue of A, then it is possible that |A| > |[4l]2.
2. (T/:F)‘jlnverse iteration on a matrix A will recover the eigenvector associated with the lasgest eigenvalue
of
7 § f -
T‘[/F:f The fixed point iteration z1; = g{zx) converges near a solution z* if [g(z*)| < 1. | % V !
(T F,tj If a function f(z) is continuous on the interval = € [a,b], with f(a) > 0 and f(b) < 0 then rol _
hak &'fixed point in the interval [a, 5], I
5. (T/ ) Golden Section Search is a linearly convergent algorithm used to find the minimum of a function
{that s umimodal on an interval [a, b].
//?—5 ;
(T{/lé)' The function f(z,y) = (= ) (g P]) (Z) has a local maximum at {0,0).
4
o
{zT/F) The Conjugate Gradients method for finding the minimum of a quadratic function f{x) =
q‘%}(Tﬂ.x —bTx + ¢, with A symmetric positive definite, converges in at most n iteration (in exact
autl}lmetlc
/ LT’/ F} The performance of the Conjugate Gradients method for solving Ax = b can be improved by
/ 41.9111% a good preconditioner.
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Multiple Choice
Instructions: For the multiple choice problems, circle exactly cne of (a) - (e).
9, Which of the following statements regarding eigenvalue problems are true?

{‘I. If Av = 0, then v is an eigenvector of A,

;? I If the eigenvalues of a 4 x 4 matrix A are —4,32,1, and 3, then the spectral radius of A iv
p(A) =3.

"’%,: HI. If vis an eigenvector of A, then so is av for any nonzero scalar .

{1 If the errors in successive iterations of an algorithm are 10~2,107%,207%,107%,., then the
algorithm is exhibiting quadratic convergence.

?/ II.  Evaluating a nonlinear function f(z) in a region where f'(x) is large is a well-conditioned
problem.

-~ IIL  If a function f(z) is continuous on the interval z € [2,8], with f{a) > 0 and f{(b) <0, then f -,
‘ has a root in the interval [a, 8]. !
(a) I only
(b)
(c) III only _ s
(d) Land¥ronly S ]
// ‘\“\‘_ - i
¢Te) land Hlonly 5 /

1T only

it

11. Which of the following statements are true?

2 L A eritical point x* of f is a minimizer of f if the Hessian matrix Hy{x*) is negative definite.
- f

» II. A necessary condition for f to have a minimum at x* is that V f(x*) = 0.

"'T" III. The Steepest Descent method for finding a minimum of a function f{x) uses mﬁ%ik) as the
: search direction for a 1D line search.

(a) I only
{b) HI only

{:"“CH)"Hcmd I only- B—




12, Which of the following statements are true?

-

- L The step directions in the Conjugate Gradients methods are chosen to be orthogonal, unlike
in Steepest Descent. In particular s¥s; = 0 for k £ j.

/gd" II.  The Conjugate Gradients method can be used to solve Ax = b for x given a symmetric
' positive definite matrix A € R"*™ and vector b € R*.

Tﬁi/j ITI. The search directions used by Conjugate Gradients are actually identical to those used by
Steepest Descent, -

{(a)-Tonly. \

I only-~

)
o) 1
{c} I and II only
(d)

)

d} I and T only

(e) None

13. Which of the foliowing statements are true?
:{-/ L. Let A = M — N be a splitting of a matrix A. The iteration Mz = Nzy + b converges
i when p(A) < 1, where p(A) is the spectral radius of A.

II.  Iterative methods such as Power iteration and Gauss-Seidel iteration typicaily converge in a
finite number of steps.

TII.  In the iterative Jacobi method for solving Ax = b, we solve a diagonal linear system i each
iteration.

{e) None
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14. Figenvalue problems. Let A € R"*™ have n eigenvalues and associated eigenvectors satisfying
AVi:/\iVi, ?;:1,...,?’.'.

(a) For each of the following matrices B, give expressions for the eigenvalues and eigenvectors of B
in terms of the eigenvalues and eigenvectors of A.
i. B=cd, ceRc#0.
i, B=A—ol,ceR.
ili. B=XAX"1, X € R™*" invertible.
(b) Now assume that 4 € R*** is symmetric and that for some orthogonal matrix V R**4 with

columns vy, va, V3, Va,

4 0 0 0
§ ) _ G -3 0 0 T
A=V ¢ 0 1 0 v
0 0 0 10

i, What are the eigenvalues and associated eigenvectors of A7
ii. Which eigenvalue, eigenvector pair will Power Tteration find?
. Which eigenvalue, eigenvector pair will Inverse Power Tteration find?

iti
iv. How doses the starting guess xo affect which eigenvalue, eigenvector pair Rayleigh Quotient
Tteration finds?
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15. Optimization. Consider the function
1 r T
Fx) = 7% Ax—-b'x+e,

where 4 € R™*™ is symmetric,

gl T

(b) Show that Newton’s Method for minimization applied to f converges in one iteration.

{a) Assume A iz nonsingular. What are the critical points of f{x

{¢) Now assume A is singular. Under what conditions does f have one or more critical points?
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