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Abstract A location service is an essential prerequisite
for geographic routing protocols for MANETs. We
present VHLS, a new distributed location service pro-
tocol, that features a dynamic location server selection
mechanism and adapts to network traffic workload,
minimizing the overall location service overhead. We
demonstrate that the ratio of location queries to up-
dates is an important performance parameter in such
protocols. Our analysis and simulations show that
VHLS provides better query success rates, location
service quality, and geographic routing performance
than the GLS and GHLS protocols. VHLS also scales
well as the network size and traffic workload increases.

Keywords mobile ad-hoc networks · location service ·
hashing · hierarchies

1 Introduction

Mobile ad-hoc networks (MANETs) have great poten-
tial in numerous applications, such as location tracking
and retrieval [1], military operations [2], and civilian
outdoor applications [3]. Nodes in MANETs are typi-
cally battery-powered devices with limited computation
and communication capabilities. Messages between
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nodes beyond each other’s radio range are routed via
relaying nodes.

Routing algorithms that work well for static net-
works fail for MANETs, since network topology
changes frequently and unpredictably. Routing in
MANETs can not rely on fixed servers, but can be
accomplished using either topology-based protocols
[4–8], which rely on discovering and maintaining global
state, or location-based (geographic) protocols, which
route packets to the destination’s geographic location.
Geographic routing is more scalable to large MANETs,
since it uses only knowledge of the destination location
and local geography, and is independent of network
topology and size. For a good survey of geographic
routing, see [9]. Examples of geographic routing pro-
tocols include DREAM [10], LAR [11], GPSR [12],
SLURP [13], and GRID [1].

Geographic routing, however, requires a sender to
know the recipient’s location. While nodes can obtain
their own locations easily using GPS [14] or other local-
ization hardware, locating other nodes is more difficult.
Location servers must themselves be located, and mes-
sages routed to them. Besides, sending and receiving of
messages consumes significant energy [15, 16]. Four de-
sirable characteristics for location services in MANETs
are listed in [1]: Service load should be well-distributed
to avoid bottlenecks, node failures should have limited
effect, queries for local nodes should only involve local
communication, and the overhead should grow slowly
with network size.

Work exists on the location service problem [1, 10,
11, 17–22]. Some methods use flooding, and are expen-
sive, but hash-based approaches [1, 17, 21, 22] simplify
the identification and use of location servers, and are
far cheaper.



626 Mobile Netw Appl (2009) 14:625–637

1.1 Motivation and summary of our work

Most earlier work has tended to focus on improving
the efficiency of updates, since the update rate is the
obvious parameter that rises with mobility. In contrast,
our work is motivated by the observation that while it
is important to handle high update rates, a high query
rate can actually affect performance more. Updates
represent one-way traffic, but queries require two-way
traffic, so higher query-update ratios can have a higher
impact on servers loads, as well as on traffic in the
system. We show that the ratio of location queries to
location updates is an important performance parame-
ter that has been ignored by current location services
for MANETs.

We also present VHLS, a new location service pro-
tocol that is able to explicitly adapt to query-to-update
ratios. VHLS manages locations using Hash-based Vir-
tual Hierarchies [23], which have been shown to be
useful in other contexts. Nodes are first organized into
a hierarchy of regions, which serves as a foundation
for each sending node to construct a virtual hierar-
chy for any destination node, using purely local infor-
mation. Location updates and queries use geographic
forwarding.

We compare VHLS with the Geographic Hashing
Location Service (GHLS) [21] and the Grid Location
Service (GLS) [1], two current hash-based location ser-
vice protocols. These protocols forward all location
updates and queries for a given node to a fixed number
of location servers in the network, which can cause
congestion under high workload. In contrast, VHLS
can select a number of location servers for each node,
based on the workload and the query/update ratio. A
hash-based virtual hierarchy for each node defines a
set of location server candidates. For a light-workload
scenario, VHLS selects fewer location servers, so that
location update overhead can be reduced without
compromising the quality of location service. For heav-
ier workloads, VHLS may select more location servers
so that queries can be answered closer to the initia-
tors, reducing query overhead. Our aim is to select
an optimal set of location servers for each mobile
node, such that the total location service overhead
introduced is minimized, reducing network conges-
tion, improving location service quality, and saving
power.

In Section 2, we discuss related work. We present
VHLS in Section 3, and an analytical estimate of
the location service overhead of VHLS in Section 4.
Simulations and performance comparisons appear in
Section 5, and Section 6 concludes our paper.

2 Related work

Location service protocols in MANETs have been
well-studied in recent years. The work in [21] catego-
rizes the existing location service protocols into two
taxonomies: flooding-based [10, 11] and rendezvous-
based approaches. Flooding approaches are equivalent
to a broad search in the network, so rendezvous-based
location services are inherently more scalable [21].
Rendezvous-based methods can be subdivided into
quorum-based [18, 20] and hash-based [1, 17, 21, 22]
approaches. Quorum-based services associate each
node n with a set of nodes, called its update quorum,
to which n’s location updates are sent. A location query
for that node will be forwarded to a different quorum,
which overlaps with the update quorum at some node,
and is answered there. The work in [21] compares hash-
based location services with a representative quorum-
based service [20] and shows that hash-based location
services are more scalable.

Many hash-based LS protocols [17, 22] are designed
with particular goals. [17] proposes a hierarchical ad-
dressing model, and identifies location servers assuming
that they are distributed evenly at a certain level of
the hierarchy. The work in [22] presents a hierarchical
approach designed specially to support communication
between nodes close to each other. Hash-based meth-
ods are the most efficient reported in the literature, but
differ in the way they use hashing. VHLS is most similar
to GLS [1] and GHLS [21].

2.1 The grid location service (GLS)

GLS [1] uses hashing to map a node name into an inte-
ger called the node ID. The region is partitioned into a
grid (see Fig. 1) and a hierarchy defined over squares of
increasing size. The smallest square is referred to as an
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Fig. 1 GLS location servers for node B
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order-1 square. Four order-i squares (sibling squares)
form an order-(i + 1) square. GLS uses 2-hop beacons,
which include each node’s location and those of its
neighbors.

At each level of the grid hierarchy, a node B des-
ignates as its location server the node in each of its
sibling squares whose ID is closest to its own. Given N
cells, the grid hierarchy has log4 N levels, so each node
designates 3 log4 N location servers. Figure 1 shows B’s
location servers as circles.

When A must send data to B (via geographic for-
warding), it issues a location query for B. In GLS, each
node stores the IDs and locations of all nodes for which
it functions as a location server. At each query step, the
location query is forwarded to the node with ID closest
to B, until it reaches one of B’s location servers. In
Fig. 1, a location query from A is sent to node 21, whose
ID is closest to B (17) among A’s stored IDs. The query
finally arrives at node 20, one of B’s location servers.

B updates its location servers whenever it moves
more than a threshold distance d. Servers closer to B
are updated more frequently than those farther away.
A node updates its order-i servers after each movement
of 2i−2d distance units [1]. B sends an update packet
using geographic forwarding to the square in which the
location server is located.

In GLS, B’s location servers are densely distributed
near B, achieving good locality. Moreover, all nodes
in GLS serve as the location servers for the same
number of nodes in the network, so loads are balanced.
However, GLS is best for relatively static networks,
since the overhead of handling node movement is very
high. Once a node S moves from a region g1 to an-
other region g2, it leaves a forwarding pointer at g1.
Other nodes arriving in g1 with out-of-date location
information for S can follow these pointers. This node-
to-node chain may become long, greatly increasing
overhead. Also, if the chain is broken, all further
queries fail.

2.2 The geographic hashing location service (GHLS)

While GLS hashes node names to IDs, GHLS [21]
uses geographic hashing [24] to map a node name B
to a geographic location H(B). It uses a single location
server for each node; the node closest to location H(B)

is always the server for B.
When a location update or query arises for node B,

the hash value H(B) is computed, and the update or
the query is forwarded using geographic routing to
the node S that is closest to H(B). Handoffs can be

common, since S must hand off B’s location informa-
tion to a node S′, if S′ moves closer to H(B) than S.

Since GHLS mandates a single location server for
each node, location updates are cheaper than in GLS.
Location servers are selected based on location, so
GHLS handles node movement better than GLS. How-
ever, locality can be poor, since node A may be close to
B, yet be very far from H(B). GHLS therefore places
all location servers in a region at the network’s center,
but this leads to uneven loads.

Figure 2 shows how GHLS selects location servers
and handles location update and query. Point H rep-
resents location H(B). Node D serves as B’s location
server since it is closer to H than any other node in the
server (α) region (the inner square). Node A’s query
is sent to H, and therefore routed to D. B’s location
updates will also be routed to node D.

2.3 Other related work

Although GHLS and GLS are most directly related to
our work, there is a significant amount of other, albeit
less related work. Work related to routing and mobility
appears in [25–28]. Various tradeoffs between complex-
ity, robustness, and overhead appear in [1, 9, 29–31]. In
[32], a performance comparison is made between GLS,
GHLS, and XYLS, which is a quorum-based protocol
based on the work in [20].

DREAM [10] requires nodes to maintain a database
of the best known locations for all other nodes. This
information is disseminated to neighboring nodes using
flooding. The scope of the flooding depends on the
distance traveled by the node since the last flooding
operation. Routing is based on restricted directional
flooding, using the direction in which the destination
is expected to be located. The work in [33] is sim-
ilar in spirit. Each node maintains a database of its
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Fig. 2 Location update and query in GHLS
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encounters with other nodes. Packets are routed to a
destination using a Last Encounter Routing algorithm,
which consults these databases to improve the estimate
of destination’s current location.

3 The VHLS protocol

We have seen how GLS hashes names into node IDs,
and GHLS hashes them to locations. In contrast, VHLS
hashes names first into grid cells, and then into servers
therein. It uses a GLS-like grid hierarchy, but selects
location servers very differently, using Virtual Hierar-
chies [23] and the Highest Random Weight (HRW)
[34] hashing method. The grid hierarchy is static, but
location servers are computed at query or update time.
Nodes know their own locations. As GLS and GHLS
do, we route all messages using geographic forwarding.

GLS and GHLS use a fixed number of location
servers for each node, but VHLS selects location
servers dynamically, based on load parameters such
as location update rate and location query rate. We
want to maximize query success rates, locality, load
balancing, and minimize transmissions.

3.1 Hash-based virtual hierarchies

Hash-based virtual hierarchies are based on the HRW
hashing protocol [34], and were introduced in [23],
where they were applied to web caching. We apply
the virtual hierarchy concept for an entirely different
design goal. VHLS starts with a static hierarchy of
cells as GLS [1] does, but builds dynamic and query-
specific virtual hierarchies on it using the HRW hashing
method.

Given an object with name N and a set of bucket
names b 1, b 2, . . . , b n, HRW allows clients to deter-
mine, without a directory, which bucket should hold
object N. It uses a hash function H to compute bucket
weights

{
wN

1 , wN
2 , . . . , wN

n

}
, where wN

i = H(bi, N). It
then assigns the object to bucket bk yielding the highest
weight, that is, such that wN

k = max
{
wN

1 , wN
2 , . . . , wN

n

}
.

Since H and the bucket names bi are well-known,
each client will independently compute identical object-
bucket assignments.

3.1.1 Object-specific virtual hierarchies

Hierarchies often have poor performance since their
upper levels aggregate requests from lower levels, caus-
ing bottlenecks [23]. We avoid this problem by creating
object-specific virtual hierarchies on top of a given

physical hierarchy using HRW. We use the grid hier-
archy as a skeleton to which we apply HRW.

This skeleton is obtained by partitioning the entire
network region recursively into four cells at each step,
as in Fig. 3, until we reach the smallest cell (a unit
cell), whose edge length is the minimum usable radio
transmission range. Nodes in a unit cell use the two-
hop distance vector protocol of GLS, so they know each
other’s locations.

We define levels for the skeleton in a bottom up
fashion. The unit cell are level-1 cells, four of which
form a level-2 cell, and so on. Let Gl

r denote a cell r at
level l of the skeleton. Figure 3 shows a 3-level skeleton.
G1

1–G1
16 are level-1 cells, G2

1–G2
4 are level-2 cells, and

the network G is a level-3 cell.
Figure 4a represents the skeleton as a tree. We

construct a virtual hierarchy for a name Ok as follows.
We first apply a hashing function H at the root of the
skeleton, and choose one of G’s children, which we
call the prime cell for G at the highest level of the
skeleton. We then descend into each subregion in the
second highest level of the skeleton, and apply H to
each child of the subregion, selecting one child, which
becomes the prime for the name Ok in that subregion.
This procedure continues down the skeleton, until we
reach the level-1 cells. The set of primes forms the
virtual hierarchy.

Figure 4a shows the construction of the virtual hier-
archy. The root prime is obtained by descending the hi-
erarchy, choosing between siblings using HRW. At the
top level, we have only one choice. At level 2, we apply
HRW to G2

1, . . . , G2
4, getting G2

3 as prime. We now ap-
ply HRW across G2

3’s children G1
9, . . . , G1

12, and obtain
G1

10, which becomes the root prime. The primes within
the level-2 cells are, respectively, H

(
G2

1, Ok
) = G1

2,
H

(
G2

2, Ok
) = G1

7, H
(
G2

3, Ok
) = G1

10, and H
(
G2

4, Ok
) =

G1
15. Within level-1 cells, we will apply HRW over the
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Fig. 4 Construction of
the virtual hierarchy for
object Ok
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nodes. Figure 4b shows the resulting virtual hierarchy.
G1

10 is the root, and G1
2, G1

7, and G1
15 are G1

10’s children.

3.1.2 Advantages of virtual hierarchies

The upper levels of typical hierarchies aggregate re-
quests from lower levels and suffer serious congestion
[23]. Such congestion is completely absent in virtual
hierarchies, which are object- and request-specific.
Overhead is also minimal. The skeleton and the hash
function are well-known, so each node constructs the
virtual hierarchy locally. Good hash functions map with
equal probability to all cells, balancing workloads.

Figure 5 shows a different view of the virtual hier-
archy for Ok. The root of the virtual hierarchy is G1

10,
where the black point resides. It points to its children
G1

2, G1
7, and G1

15, in level 2 of the virtual hierarchy, all
represented by the gray points. Note that G1

10 is its own
child.

3.2 VHLS operation

VHLS treats grid cells as “buckets”, and node names
as the “object names” in Section 3.1’s terminology.
B builds the virtual hierarchy for its own name, and
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Fig. 5 Virtual hierarchy

selects a set of “prime” grid cells in this virtual hier-
archy as host B’s location servers.

If B uses only one location server, it is located in the
region defined by the virtual hierarchy’s root. In other
cases, B designates location servers only in the top m
levels of its virtual hierarchy, choosing m to trade off
update and query overheads. Update overhead grows
with the number of servers, but query overhead drops,
since more queries are answered locally. For higher
query/update ratios, we expect greater benefit from
pushing to primes farther away from the root, to cover a
larger fraction of the region. We analyze how to choose
m in Section 4.

3.2.1 Picking location servers within prime regions

We select nodes within prime regions to serve as lo-
cation servers as follows. We apply HRW over the
nodes nk

1, nk
2, . . . , nk

m present within each prime cell ck,
selecting the node nk

B1
that ranks highest under HRW

as B’s location server in ck. If nB1 is unavailable due to
movement or failure, we select nB2 , the next highest-
ranking node.

3.3 Handling updates and queries

B sends updates and m’s value to its prime cells in the
top m levels using geographic forwarding. A server in a
prime cell at level l stores this update, forwarding it iff
l < m. All location services must manage server caches
using a suitable policy. TTLs based on a node’s update
interval are a reasonable choice.

A querying node first computes B’s virtual hierarchy,
and queries B’s prime node pB in the local level-1 cell,
the local “authority” for B’s location. If pB does not
have B’s location, it computes B’s virtual hierarchy and
forwards the query to the prime of the enclosing level-
2 cell. In Fig. 5, a query in cell G1

16 would go first to
the node in G1

16 with the maximum HRW value. If this
server did not have the value, it would recursively query
the prime for the enclosing level-2 cell (cell G1

15, the
gray node), etc.
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3.4 Handling location server mobility

Queries and updates are forwarded to prime cells.
Hence, when a node moves out of a cell, the loca-
tion information in it must be kept in the cell. VHLS
solves this problem elegantly. Let a prime cell contain
nodes n1, n2, . . . , nk, and let HRW induce the order
ni1, ni2, . . . , nik for B’s location. That is, H(ni1, B) >

H(ni2, B) > · · · > H(nik, B). VHLS will select node ni1

to hold B’s location information.

3.4.1 Join/leave protocol

Before ni1 leaves the cell, it simply transfers the data it
holds for B to ni2, which is second in the HRW ordering
for B in the cell. If a query for B’s location now arrives,
HRW automatically selects ni2.

Joins raise a different issue. When a new node n j

enters a cell, it may turn out that H(n j, B) > H(ni1, B),
so that HRW would now select n j, instead of ni1. Upon
join, n j broadcasts a beacon containing its ID and its
location to all nodes in this cell. Each node in the cell
uses HRW to check if any of the location data it holds
should be re-mapped to n j, and passes such information
to n j.

Our method has low overhead, since beacons are
standard in MANETs, and broadcast only within the
cell. Data transfer occurs only when n j ranks at the
top of the HRW list for data present in the cell. Our
experiments show that handoff overhead is much lower
in VHLS than in GHLS.

3.5 Handling node failure

Location server failures can have serious consequences
for location-based routing, but VHLS handles failures
very cleanly. Within a cell, updates and queries for a
node B are sent to nB1 , the node that ranks highest
under HRW. When such a message times out, due to
node failure or mobility, the next-ranking node nB2 is
selected as B’s new location server (see Section 3.2.1).
All further updates and queries for node B will be sent
to nB2 . When nB1 becomes available again, it simply
executes the join protocol described in Section 3.4.1.

3.6 Some enhancements

3.6.1 Server overloads

VHLS handles hot-spots, transient overloads, and
query bursts exactly as it handles node failures. Con-
gested nodes can simply refuse to respond for some
time, during which location updates and queries are

redirected to the next node in the ordering defined
by HRW. Congested servers may reactivate themselves
whenever they wish.

3.6.2 Location query forwarding

Instead of forwarding queries up the hierarchy of
primes, a relaying node can compute its Euclidean dis-
tances to the next prime as well as to the root prime, and
send the query directly to the root prime if it is closer.
A query response is guaranteed at the root prime, so
this optimization reduces prime-to-prime forwarding
overhead.

3.6.3 Location update snooping

Location update messages can be overheard by other
nodes. A node that overhears a location update for
node B can determine if it is the prime in its own cell
for B, and store the update. It can respond to future
location queries for B without forwarding.

3.6.4 Spanning trees over primes

All nodes get the skeleton at start-up, so they can
compute the level-l prime cells for any value of l. A
node can construct a spanning tree that covers exactly
these prime cells, and disseminate updates over this
spanning tree, using geographic routing.

4 Analytical estimates of VHLS costs

Let us label the hierarchy in bottom-up fashion. The
leaf-level nodes are at level 1, and the root is at level
L, if the depth of the skeleton is L. All nodes, except
leaves, have fan-out 4, since each grid cell has four
children.

We estimate the location service overhead based on
the following assumptions. A location update is dissem-
inated to its servers along the edges of the spanning tree
constructed to cover the regions in which the servers
reside. If node A wants to communicate with node B,
it will initiate a query for B’s location, which is sent up
the virtual hierarchy towards the root. When the query
reaches one of B’s location servers, a reply is sent back
to A directly. All location updates, queries and query
replies are forwarded using geographic forwarding.

As in [21], we will estimate the number of hops to
send a message over a distance d to be d/r, if the radio
communication range is r. It is known [35] that the
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expected distance between two random points in the
interior of a unit square is

δ = 1
15

[√
2 + 2 + 5 ln

(
1 + √

2
)]

= 0.521405433 · · · (1)

For a s × s square, this expectation is hence sδ. This
value serves a lower bound on the length of a route be-
tween these points, improving as an approximation to
it with increasing node density. Level-1 VHLS regions
are “unit” squares, having a side length equal to the
lower bound on the radio communication range. Hence
the expected number of hops per message in a level-i
square, which is of size 2i−1 × 2i−1, will be

hi = 2i−1δ. (2)

We want to send location updates for node B to its
servers in the prime cells in the top m levels of B’s
virtual hierarchy, and let location queries for B proceed
up the virtual hierarchy. We choose m to minimize the
number of data transmissions.

Let an update interval be the time a node takes to
move a threshold distance, so that a location update
is sent each update interval. At level m, let CU (m)

be the number of data transmissions required for one
update, CQ(m) be the number of data transmissions for
all queries initiated in this interval, and CR(m) be the
number of data transmissions for query responses in
this interval. Hence the total transmission cost per up-
date interval is C(m) = CU (m) + CQ(m) + CR(m). To
keep the analysis tractable, we assume as [21] does, that
the nodes are static and uniformly distributed, without
network interference, data retransmissions, or caching.
Instead, we demonstrate through experiments that our
methods are robust in the face of these effects.

4.1 Estimating traffic and costs

Let the root be at level L, and assume updates for B’s
location have been pushed down to level-m regions,
so that there are 4L−m location servers holding B’s
location. Let λ queries for B’s location arise uniformly
among the nodes in the network in one update interval.
Each query first goes to the prime node in its level-1
region (see Section 3.3), and is answered at unit cost if
this region has one of B’s 4L−m servers. The number of
queries answered locally is therefore

R1 = 4L−m

4L−1 λ = 1
4m−1 λ,

and the number of queries forwarded to level-2 primes
is

Q1 =
(

1 − 1
4m−1

)
λ.

There are 4L−2 level-2 regions, and a lower bound on
the expected cost per message at this level is 2δ (see
Eq. 2). As before, the expected number of queries
answered at level 2 is

R2 = 4L−m

4L−2 Q1 = 1
4m−2

(
1 − 1

4m−1

)
λ,

and the number of queries forwarded to level-3 primes
is

Q2 =
(

1 − 1
4m−2

)(
1 − 1

4m−1

)
λ.

Propagating the query at level 3 has cost bounded
below by 22δ. Proceeding thus, we obtain a lower bound
on the query cost per update interval as

CQ(m) = λ + 2δ · Q1 + 22δ · Q2 + · · ·

= λ + λδ

m−1∑

k=1

[

2k
k∏

i=1

(
1 − 1

4m−i

)]

.

Similarly, the query reply costs per update interval are

CR(m) = R1 + 2δ · R2 + · · ·

= 1
4m−1 λ + λδ

m−1∑

k=1

[
2k

4m−k
·

k∏

i=1

(
1 − 1

4m−i

)]

.

To estimate update cost, we note that B sends one
location update per update interval to each of 4L−m

location servers, which are uniformly distributed over
the network. Updates can be sent over a minimum
spanning tree built over the cells holding these servers.
It is known [36] that the minimum spanning tree over
n random points in a unit square has an expected size
of 0.656

√
n. Node B has 4L−m level-m primes, in a

2L−1 × 2L−1 region. Hence the cost of sending updates
over the spanning tree is bounded below by 0.656 ×
2L−1

√
4L−m = 0.656 × 22L−(m+1).
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Table 1 Corrected analysis for GLS and GHLS

Metrics GLS GHLS

Update cost 3
2 · (

2 + √
2
) · (

L − 1
)

0.5214 · 2L−1

Query cost 0.5214 · 2L 0.5214 · 2L−1

Reply cost 0.5214 · 2L−1 0.5214 · 2L−1

Node B reaches this spanning tree by sending this
update to the closest location server. For n random
points in unit area, the distance to the closest point
[37] has the density f (x) = 2πnxe−πnx2

. The expected
distance to the closest point is

∫ ∞

0
2πnx2e−πnx2

dx =
√

1
4n

.

The spanning tree has 4L−m location servers in a 2L−1 ×
2L−1 square, so this expectation is 2L−1

√
1

4L−m+1 = 2m−2.
Hence,

CU (m) = 0.656 × 22L−(m+1) + 2m−2

We push updates to the optimal level m∗ which min-
imizes the cost C(m∗) = CU (m∗) + CQ(m∗) + CR(m∗).
A grid with N level-1 cells has no more than �log4 N�
levels, so m∗ is efficiently found by searching over all
values 0 ≤ m∗ ≤ L. Experimentally, we found m∗ = 3
for query/update ratios below 4, and m∗ = 2 above 4
(Figs. 12, 13, 14, and 15).

Figure 6 shows analytical results for VHLS, GLS,
and GHLS for a 4-tier hierarchy. Experimental com-
parisons are in Section 5. The value δ =

√
2

3 is incor-
rectly used in [21] for the average distance between
two random points in a unit square. Table 1 shows a
revised analysis using the correct value (Eq. 1). The
metrics for GLS and GHLS in the table correspond
to our CU (m), CQ(m), and CR(m) respectively. GHLS
has low costs for low query/update ratios. However, as
this ratio increases, VHLS performs best. Updates are
pushed to level 3 in VHLS-3 and to level 2 in VHLS-
2, which works better for higher query/update ratios, as
expected.

5 Experimental evaluation

Our extensive simulations under ns2 [38] show that
VHLS has far lower protocol overhead than GLS and
GHLS, yet performs significantly better under stan-
dard location services metrics. We obtained a GLS
implementation from its authors, but re-implemented
GHLS and VHLS. All used the GPSR [12] geographic
forwarding protocol. For a fair comparison of VHLS
with GLS and GHLS, we used simulation scenarios
similar to those in [1] and [21]. As in [1] and [21], we
used the random waypoint model [39], although other
mobility models [40–42] may be more realistic. A node
chooses a random destination and moves towards it
with a constant speed picked randomly between zero
and some maximum. It may pause briefly at the desti-
nation before moving again.

Nodes use the IEEE 802.11 radio and MAC model
(CMU extension). As in [1], radios used a 1 Mbps rate
when no data traffic was present, and a 2 Mbps rate
otherwise. For each run, we put the ns2 simulator in
“cold start” mode for 50 simulated seconds to eliminate
transient effects, and then ran each simulation for 300
simulated seconds. We computed results as the average
over 5 simulation runs. The duration and number of
simulations are identical to those used in [1, 21] for
evaluating the performance of GLS and GHLS. The
cold start interval was effective in smoothing out tran-
sients and reducing variance across runs; the standard
deviation/mean ratio was well below 1% in our ex-
periments. We therefore report means only, to avoid
cluttering the graphs.

Table 2 summarizes our experimental parameters.
The region was a 2 km × 2 km square area partitioned
into 64 unit regions, forming a 4-level skeleton with
250 m × 250 m unit regions. There were 100 nodes
per square kilometer on average, the node density
chosen in [1] for a system to be used over relatively
large areas such as a campus or a city. The maximum
node speed was 10 m/s. Each node in the network
initiates 20 queries for the locations of randomly chosen
nodes between 10 and 300 s in each simulation run.

Table 2 Simulation
parameter settings

Parameters Default Parameters Default

MAC protocol 802.11 Region size 2 km × 2 km
Radio model TwoRayGround Unit region size 250 m × 250 m
Radio range 250 m Hierarchy height 4
Routing protocol GPSR Node density 100 km2

Mobility model Random waypoint # nodes in network 400
Mobility pause time 0 Max. node speed 10 m/s
Cold start time 50 s Update threshold 200 m
Simulation time 300 s Queries per node 20
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The update distance threshold is fixed at 200 m. The
pause time between two random waypoint movements
is 0.

5.1 Scalability and location service protocol overhead

We first evaluated the inherent overheads of GLS,
GHLS, and VHLS by having each node initiate queries
for randomly chosen locations. Traffic comprised only
MAC beacons and location service (LS) protocol pack-
ets, which included location update packets, location
query and reply packets, as well as handoff packets
in GHLS and VHLS. Figure 7 shows the absolute
LS protocol overheads (left Y-axis, dashed lines) and
the relative ratios of the protocol overheads to that
of VHLS (right Y-axis, solid lines), for varying re-
gion sizes having 100 nodes/km2. Each node issued 20
queries for randomly chosen nodes. As region size grew
from 4 km2 to 16 km2, VHLS had the most modest
overhead growth. The GLS/VHLS overhead ratio grew
from 3 to as much as 7. The corresponding ratio for
GHLS grew from 2 to 3. VHLS clearly has better
scalability.

Figure 8 shows how absolute (left Y-axis, dashed
lines) and relative (right Y-axis, solid lines) LS proto-
col overheads grow for query-to-update ratios up to
4, under conditions described in Section 5.3. VHLS
overhead growth is clearly modest. GHLS overhead
grows significantly faster, becoming as high as 2.4 times
that of VHLS. GLS overhead grows most dramatically,
reaching nearly 6 times that of VHLS.

Further evidence of the scalability of VHLS is in
Fig. 14, which compares the overhead of geographic
routing under the three methods. As query/update ratio
rises, overhead barely grows under VHLS, but grows
robustly under GLS and GHLS.
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Fig. 8 Effects of network workload on LS protocol overhead

5.2 Query success performance

We now show that VHLS outperforms GLS and GHLS
under standard location service performance metrics,
starting with the Query Success Ratio. A query is suc-
cessful if its initiator receives a reply. As in [1] and [21],
we do not retransmit failed queries, and measure the
fraction of successful queries.

Figure 9 shows the effects of speed on Query Success
Ratio (QSR) for the three schemes in a network of 400
nodes. The maximum node speeds were set at 10, 30,
and 50 m/s, and each node randomly picked a speed
from the given range. Other parameters were as in
Table 2. QSR decreases with speed for all three
schemes because more location servers will contain out-
of-date location information. Faster nodes also gen-
erate more updates, increasing traffic. VHLS is least
sensitive to node speed because it minimizes the to-
tal location service overhead for each update (see
Section 4), causing the least network congestion and
packet loss.
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Figure 10 shows the effect of node density on QSR
for the three schemes. VHLS has lower QSR than
GHLS at low node densities, which result in sparser
unit regions. A node density of 25 nodes/km2 results in
about 1.56 nodes on average in each unit region, so that
prime cells may sometimes be empty, causing location
update or query failure. However, as the node density
increases, the QSR of VHLS rises quickly. Beyond a
node density of 75 nodes/km2, VHLS and GHLS have
similar QSR. When node densities are low, we can
change the algorithm of Section 3.2.1 to include nodes
from cells neighboring the chosen prime cell, when
picking servers.

Figure 11 shows the effects on QSR of the query
rate. As expected, QSR drops with query load for
all three schemes, but VHLS outperforms GLS and
GHLS. Moreover, as Fig. 6 shows, GHLS has greater
message overhead than VHLS when the query load
increases. VHLS is clearly the best method for high
query loads.
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5.3 Ability to support message delivery

Let node B be at location (xB, yB), and let a query
for B’s location return (x′

B, y′
B). The query reply is

sufficiently accurate for packet delivery if (x′
B, y′

B) and
(xB, yB) are within radio range of each other. We
evaluated the quality of location service protocols in
terms of the fraction of queries returning sufficiently
accurate responses, using packet delivery ratio as a
metric. Each node issued a location query for a random
node, sending it packets after receiving a response.

We use the query-to-update ratio to characterize the
workload. Each node in the network moved at a speed
between 0 and 10 m/s, giving an average speed of 5 m/s.
For an update distance threshold of 200 m, the time
between updates is 40 s on average, corresponding to
7.5 updates per node in each simulation run. Each node
generates 15 data packets per run, choosing a random
destination for each, resulting in about 15 location
queries per node, giving a query-to-update ratio of 2.

Figure 12 shows effects of the query/update ratio
on QSR. We do not retransmit failed queries. Clearly,
VHLS degrades least in performance, and GLS de-
grades most as the query/update ratio grows, an effect
easily understood from Fig. 8. The number of location
service protocol packets for GLS increases rapidly with
network workload. The presence of data packets in-
creases network traffic, further diminishing QSR. The
advantage of VHLS over GHLS becomes greater as the
query/update ratio increases.

Figure 13 shows that the packet delivery ratio is close
to the query success ratio for all three schemes for low
network workloads, so that a successful query indicates
a high probability of data packet delivery. However,
as network traffic increases, GLS and GHLS incur
significant protocol overhead, causing greater network
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congestion and packet loss. VHLS outperforms GLS
and GHLS for heavy network workloads.

5.4 Support for geographic routing

We studied how well these each of these schemes
supports geographic routing, and included data traffic
to each source-to-destination connection. In each run,
every node in the network originated 3, 5, 10, 15, and
20 queries, respectively, to a random location. Upon
receiving a response, the source sent 4 data packets per
second to the same destination for a duration of 10 s.
Unlike the simulations in previous sections, location
queries were re-transmitted in case of query failures.
Mobility parameters are as in Table 2. As in [21],
we examined geographic routing performance in terms
of routing overhead and packet delivery ratio (PDR)
over various network workloads. Routing overhead in-
cludes LS protocol overhead and geographic beaconing
overhead.
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Fig. 15 Packet delivery ratio for geographic routing

Figure 14 shows the effects of network workload on
routing overhead. For light workloads, each node ini-
tiated 3 or 5 queries per simulation run, corresponding
to query-to-update ratios of 0.4 and 0.67 respectively.
VHLS and GHLS have significantly lower routing over-
head than GLS. The gap between VHLS and GHLS
widens as the query-to-update ratio increases. VHLS
clearly performs very well in heavy traffic.

Figure 15 shows the effect of network workload
on data packet delivery ratio. Packet delivery failures
may occur for two reasons. First, there may be query
failures due to empty prime regions or location server
handoff failures. Second, a query response may not
be sufficiently accurate to ensure packet delivery (see
Section 5.3). All protocols show high PDR for low net-
work workloads, and VHLS and GHLS scale well as the
query load increases. GLS performance worsens with
traffic workload due to the quick increase in protocol
overhead. This is quite consistent with the results in
Fig. 14.

VHLS superficially resembles GLS more than
GHLS, since it uses a grid structure. However, GHLS
shows performance closer to that of VHLS than does
GLS. GLS maps the node name to a node ID rather
than to a grid cell, and there is no connection between
the location of a node and its ID. In contrast, GHLS
maps the node name to a physical location, which
is closer to the VHLS strategy of hashing to a grid
cell. This strategy clearly works better with geographic
routing.

6 Conclusion

VHLS is a new distributed location service protocol
for supporting geographic routing in wireless mobile
ad-hoc networks. VHLS uses a hash-based virtual hi-
erarchy scheme for both location updates and queries.
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Unlike physical hierarchies, whose upper levels aggre-
gate requests from lower levels, and cause bottlenecks
and congestion, virtual hierarchies are node-specific,
and do not suffer from this drawback. VHLS partitions
the region into a regular hierarchy of subregions of
increasing size, using which, a node A can compute the
virtual hierarchy corresponding to any other node B. A
can thus determine the locations of B’s location servers
using purely local information.

We have shown how VHLS has the potential to be
tunable, selecting a number of location servers based on
the network traffic and workload. We also presented a
quantitative analysis of the location service overhead.
Theoretically, we can find an optimal set of location
servers for each node such that the overall location ser-
vice overhead can be minimized. Our use of an optimal
set of servers reduces network congestion, improves
location service quality, and saves significant power.

We also experimentally compared VHLS with GLS
and GHLS, using the network simulator ns2, taking
into account realistic network issues, such as inter-
ference between wireless devices, transmission delay,
and packet loss. VHLS has the lowest overhead and
is the most scalable of the three. VHLS generally also
outperformed the other protocols in terms of location
query success ratio under various node speeds and
query loads. It has better location service quality in
terms of the fraction of successful queries. Finally, since
location service protocols are intended to support geo-
graphic routing, we showed that VHLS is superior in
this regard as well. VHLS outperforms other current
methods, particularly under higher traffic conditions
and query/update ratios.

VHLS is a new approach to managing location
servers for MANETS, which can be tuned to work well
in a range of mobility scenarios. Future work will in-
clude considering improvements to the current VHLS
protocol, some of which we have already described,
and exploring its performance in the context of specific
applications.
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