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#### Abstract

Given a graph with edge weights satisfying the triangle inequality, and a degree bound for each vertex, the problem of computing a low-weight spanning tree such that the degree of each vertex is at most its specified bound is considered. In particular, modifying a given spanning tree $T$ using adoptions to meet the degree constraints is considered. A novel network-flow-based algorithm for finding a good sequence of adoptions is introduced. The method yields a better performance guarantee than any previous algorithm. If the degree constraint $d(v)$ for each $v$ is at least 2 , the algorithm is guaranteed to find a tree whose weight is at most the weight of the given tree times $2-\min \left\{(d(v)-2) /\left(\operatorname{deg}_{T}(v)-2\right): \operatorname{deg}_{T}(v)>2\right\}$, where $\operatorname{deg}_{T}(v)$ is the initial degree of $v$. Equally importantly, it takes this approach to the limit in the following sense: if any performance guarantee that is solely a function of the topology and edge weights of a given tree holds for any algorithm at all, then it also holds for the given algorithm. Examples are provided in which no lighter tree meeting the degree constraint exists. Linear-time algorithms are provided with the same worst-case performance guarantee. Choosing $T$ to be a minimum spanning tree yields approximation algorithms with factors less than 2 for the general problem on geometric graphs with distances induced by various $L_{p}$ norms. Finally, examples of Euclidean graphs are provided in which the ratio of the lengths of an optimal Traveling Salesman path and a minimum spanning tree can be arbitrarily close to 2 . © 1997 A cademic Press


## 1. INTRODUCTION

Given a complete graph with edge weights satisfying the triangle inequality, and a degree bound for each vertex, we consider the problem of computing a low-weight spanning tree in which the degree of each vertex is at most its given bound. In general, it is N P-hard to find such a tree. There are various practical motivations: the problem arises in the context of VLSI layout and network design [8, 12, 20] (such as in the Bellcore software FIBER OPTIONS, used for designing survivable optimal fiber networks). The special case of only one vertex with a degree-constraint has been examined [5, 6, 9]; a polynomial time algorithm for the case of a fixed number of nodes with constrained degrees was given by Brezovec et al. [2]. Computational results for some heuristics for the general problem are presented in [14, 19, 21]. Papadimitriou and Vazirani [15] raised the problem of finding the complexity of computing a minimum-weight degree4 spanning tree of points in the plane. Some geometric aspects are considered in [10, 13, 17].

In this paper, we consider modifying a given spanning tree $T$, to meet the degree constraints without increasing its weight considerably. We introduce a novel network-flow-based algorithm that does this optimally in the following sense: if for some algorithm a worst-case performance guarantee can be proved that is solely a function of the topology and edge weights of $T$, then that performance guarantee also holds for our algorithm. We prove this by showing that our algorithm finds the optimal
solution for graphs in which the weight of each edge $(u, v)$ equals the cost of the $u \leadsto v$ path in $T$.

We also show the following more concrete performance guarantee: if the degree constraint $d(v)$ for each $v$ is at least 2 , our algorithm finds a tree whose weight is at most the weight of $T$ times

$$
2-\min \left\{\frac{d(v)-2}{\operatorname{deg}_{T}(v)-2}: \operatorname{deg}_{T}(v)>2\right\},
$$

where $\operatorname{deg}_{T}(v)$ is the initial degree of $v$. For instance, the degree of each vertex $v$ can be reduced by nearly half, to $1+\left\lceil\operatorname{deg}_{T}(v) / 2\right\rceil$, without increasing the weight of the tree by more than $50 \%$. (F or comparison, note that a factor of 2 is straightforward with standard shortcutting techniques.) We also describe linear-time algorithms that achieve this ratio.

This performance guarantee is optimal in the sense that for any $D \geq$ $d \geq 2$, if $T$ is a complete rooted ( $D-1$ )-ary tree with unit edge weights and the edge weights in $G$ are those induced by paths in $T$, then the weight of any spanning tree with maximum degree $d$ is at least the weight of $T$ times $2-(d-2) /(D-2)-o(1)$.
The restriction $d(v) \geq 2$ is necessary to obtain constant performance bounds. Consider the case when $T$ is a simple path of unit weight edges, with the remaining edge weights again induced by $T$. A ny spanning tree in which all but one vertex has degree one is heavier than $T$ by a factor of $\Omega(n)$, the number of vertices in $T$.

For many metric spaces, graphs induced by points in the space have minimum spanning trees of bounded maximum degree. In such cases our algorithms can be used to find spanning trees of even smaller degree with weight bounded by a factor strictly smaller than 2 times the weight of a minimum spanning tree (MST). F or example, in the $L_{1}$ metric, a degree-4 M ST can be found [17], so that we can find a degree-3 tree with weight at most 1.5 times the weight of an M ST. We discuss similar results for the $L_{1}$, $L_{2}$, and $L_{\infty}$ norms. For some of these norms, this improves the best current performance guarantees.

Finally, we disprove the following conjecture of [11]: "In Euclidean graphs, perhaps a Traveling Salesman path of weight at most $(2-\varepsilon)$ times the minimum spanning-tree weight always exists..."
Our algorithms modify the given tree by performing a sequence of adoptions. Our polynomial-time algorithm performs an optimal sequence of adoptions. Adoptions have been previously used to obtain boundeddegree trees in weighted graphs $[10,16,18]$. The main contributions of this paper are a careful analysis of the power of adoptions and a network-flow technique for selecting an optimal sequence of adoptions. The method yields a stronger performance guarantee and may yield better results in
practice. The analysis of adoptions shows that different techniques will be necessary if better bounds are to be obtained.

In the full version of their paper, R avi et al. [16, Theorem 1.9] (if slightly generalized and improved ${ }^{1}$ ) gave an algorithm with a performance guarantee of

$$
2-\min \left\{\frac{d(v)-2}{\operatorname{deg}_{T}(v)-1}: v \in V, \operatorname{deg}_{T}(v)>2\right\}
$$

provided each $d(v) \geq 3$. The performance guarantee of our algorithm is better.

In Euclidean graphs (induced by points in $\mathbb{R}^{d}$ ), minimum spanning trees are known to have bounded degree. For such graphs, K huller et al. [10] gave a linear-time algorithm to find a degree-3 spanning tree of weight at most 5/3 times the weight of a minimum spanning tree. For points in the plane, the performance guarantee of their algorithm improves to 1.5 ; if the tree is allowed to have degree four, the ratio improves further to 1.25 .

In unweighted graphs, Fürer and Raghavachari [4] gave a polynomialtime algorithm to find a spanning tree of maximum degree exceeding the minimum possible by at most one. In arbitrary weighted graphs, Fischer [3] showed that a minimum spanning tree with maximum degree $O\left(\delta^{*}+\right.$ $\log n$ ) can be computed in polynomial time, where $\delta^{*}$ is the minimum maximum degree of any minimum spanning tree. He also provided an algorithm that finds a minimum spanning tree with degree $k\left(\delta^{*}+1\right)$, where $k$ is the number of distinct edge weights.

## 2. ADOPTION

Fix the graph $G=(V, V \times V)$ and the edge weights $w: V \times V \rightarrow \mathbb{R}$. The algorithm starts with a given tree $T$ and modifies it by performing a sequence of adoptions. The adoption operation (illustrated in Fig. 1) is as follows:

## Adopt (u,v)

Precondition. V ertex $v$ has degree at least two in the current tree.

1. Choose a neighbor $x$ of $v$ in the current tree other than the neighbor on the current $u \leadsto v$ path.
2. M odify the current tree by replacing edge $(v, x)$ by $(u, x)$.

[^0]

FIG. 1. Vertex $u$ adopts a neighbor of $v$.

The effect of $\operatorname{Adopt}(u, v)$ is that $u$ adopts a neighbor of $v$. For the purpose of the algorithm, it makes no difference which neighbor of $v$ is adopted, since the differences in cost are hidden by assigning $w(u, v)$ as the cost of the adoption as shown below. $\operatorname{Adopt}(u, v)$ decreases the degree of $v$ by one, at the expense of increasing the degree of $u$ by one and increasing the weight of the tree by $w(x, u)-w(x, v) \leq w(u, v)$.

Comment. In practice, we would wish to optimize the choice of neighbor of $v$ we choose to be adopted, as this changes the weight of the tree found.

### 2.1. The Adoption Network

Definition 1. The deficit of vertex $v$ with respect to $T$ is $\operatorname{deg}_{T}(v)-$ $d(v)$. Starting with a given tree, consider a sequence of adoptions $\operatorname{ADOPT}\left(u_{1}, v_{1}\right), \operatorname{ADOPT}\left(u_{2}, v_{2}\right), \ldots$

- The sequence is legal if the precondition for each adoption is met.
- A sequence is feasible if, for each vertex, the decrease in its degree, i.e., its old degree minus its new degree, is at least its deficit.
- The cost of the sequence is $\sum_{i} w\left(u_{i}, v_{i}\right)$.

The legal, feasible adoption sequences are precisely those that yield a tree meeting the degree constraints. The cost of a sequence is an upper bound on the resulting increase in the weight of the tree. Our goal is to find a feasible legal sequence of minimum cost. F or brevity, we call such a sequence a minimum-cost sequence.
The problem reduces to a minimum-cost-flow problem [1] in a flow network that we call the adoption network for $T$. The adoption network is defined as follows. Starting with $G$, replace each edge ( $u, v$ ) by two directed edges ( $u, v$ ) and ( $v, u$ ), each with cost $w(u, v)$ and infinite capacity. A ssign each vertex a demand equal to its deficit.

A flow is an assignment of a real value (called the flow on the edge) to each edge of the network. The flow satisfies the following property, known as skew symmetry [1]: $f(u, v)=-f(v, u)$ for any edge $(u, v)$. For each vertex $v$, the surplus at $v$ is the net flow assigned to incoming edges minus the net flow assigned to outgoing edges. Only edges with positive flow are considered in computing the surplus flow into a vertex. A flow is legal if the surplus at each vertex is at most one less than its degree. A flow is feasible if the surplus at each vertex is at least its demand. The cost of the flow is the sum, over all edges, of the cost of the edge times the flow on the edge.

Since the demands are integers, there exists an integer-valued minimum-cost feasible flow [1]. A ssuming that each degree constraint is at least 1, there exists such a flow that is also legal. For brevity, we call such a flow a minimum-cost flow.

## Lemma 1. The following statements are true:

1. The adoption sequences correspond to integer-valued flows. The correspondence preserves legality, feasibility, and cost.
2. The integer-valued flows correspond to adoption sequences. The correspondence preserves legality and feasibility; it does not increase cost.

Proof. Given a sequence of adoptions, the corresponding flow $f$ assigns a flow to each edge ( $u, v$ ) equal to the number of times $u$ adopts a neighbor of $v$. It can be verified that this correspondence preserves legality, feasibility, and cost.

Conversely, given an integer-valued flow $f$, modify it if necessary (by canceling flow around cycles) so that the set of edges with positive flow is acyclic. This does not increase the cost. N ext, order the vertices so that, for each directed edge ( $u, v$ ) with positive flow, $u$ precedes $v$ in the order. Consider the vertices in reverse order. For each vertex $u$, for each edge $(u, v)$ with positive flow, have $u$ adopt $f(u, v)$ neighbors of $v$. Note that when an edge directed out of a vertex $v$ is processed by ADOPT, $v$ 's degree increases by one. Similarly when an edge directed into $v$ is processed, $v$ 's degree decreases by one. The order imposed above processes all outgoing edges (in the flow) of a vertex before it processes any of its incoming edges. Hence during the course of the algorithm, $v$ 's degree initially increases when its outgoing edges are processed and subsequently decreases as its incoming edges are processed. Therefore, when AdOPT processes an edge ( $u, v$ ), the precondition imposed by the procedure that $v$ 's degree be at least 2 always holds. It can be verified that the above sequence of adoptions preserves legality and feasibility and does not increase cost.

## 3. POLYNOMIAL-TIME ALGORITHM

An acyclic, integer, minimum-cost flow can be found in polynomial time [1]. The corresponding legal, feasible adoption sequence can be performed in polynomial time as described in the proof of the second part of Lemma 1. This gives a polynomial-time algorithm.

### 3.1. Optimality in Tree-Induced Metrics

The following lemma shows that this algorithm is optimal among algorithms that examine only the weights of edges of the given tree.

Lemma 2. Given a weighted graph $G=(V, E)$ and a spanning tree $T$ such that the weight of each edge in $G$ equals the weight of the corresponding path in $T$, a minimum-cost sequence of adoptions yields an optimal tree.

Proof. Fix an optimal tree. Note that the degree of $v$ in the optimal tree is at most $\mathrm{d}(v)$; let it be $\mathrm{d}^{*}(v)$. For each subset $S$ of vertices, let $\operatorname{deg}_{T}(S)$ and $\mathrm{d}^{*}(S)$ denote the sum of the degrees of vertices in $S$ in $T$ and in the optimal tree, respectively. Define a flow on the edges of $T$ as follows: for each edge $(u, v)$ in $T$, let $f(u, v)=\mathrm{d}^{*}\left(S_{u}\right)-\operatorname{deg}_{T}\left(S_{u}\right)$, where $S_{u}$ is the set of vertices that are reachable from $u$ using edges in $T$ other that $(u, v)$. Note that $f(u, v)=-f(v, u)$. Intuitively, a negative flow of $x$ units from $u$ to $v$ means that $x$ units of flow go from $v$ to $u$. This is known as the skew symmetry property of flows [1]. Inductively it can be shown that for each vertex $v$, the net flow into it is $\operatorname{deg}_{T}(v)-d^{*}(v)$, so that the adoption sequence determined by the flow $f$ achieves a tree with the same degrees as the optimal tree.

We will show that the cost of the flow, and therefore the cost of the adoption sequence, is at most the difference in the weights of the two trees. This implies that the tree obtained by the adoption sequence is also an optimal tree.

To bound the cost of the flow, we claim that the flow is "necessary" in the following sense: for each edge $(u, v)$ in $T$, at least $f(u, v)+1$ edges in the optimal tree have one endpoint in $S_{u}$ and the other in $V-S_{u}$. To prove this, let $c$ be the number of edges in the optimal tree crossing the cut $\left(S_{u}, V-S_{u}\right)$. Note that $\operatorname{deg}_{T}\left(S_{u}\right)=2\left(\left|S_{u}\right|-1\right)+1$. Since the optimal tree is acyclic, the number of edges in the optimal tree with both endpoints in $S_{u}$ is at most $\left|S_{u}\right|-1$. Thus d* $\left(S_{u}\right) \leq 2\left(\left|S_{u}\right|-1\right)+c=\operatorname{deg}_{T}\left(S_{u}\right)-$ $1+c$. Rewriting gives $c \geq \mathrm{d}^{*}\left(S_{u}\right)-\operatorname{deg}_{T}\left(S_{u}\right)+1=f(u, v)+1$. This proves the claim.

To bound the cost of the flow, for each edge ( $u, v$ ), charge $w(u, v)$ units to each edge in the optimal tree crossing the cut ( $S_{u}, V-S_{u}$ ). By the claim, at least the cost of the flow, plus the cost of $T$, is charged. However,
since the cost of each edge in the optimal tree equals the weight of the corresponding path in $T$, each edge in the optimal tree is charged at most its weight. Thus, the total charge assigned to the edges is bounded by the weight of the optimal tree.

N ote that given the exact degrees of the desired tree (for instance, if the degree constraints sum to $2(|V|-1)$ ), the optimal flow in Lemma 2 can be computed in linear time.

### 3.2. Worst-Case Performance Guarantee

The next theorem establishes a worst-case performance guarantee for the algorithm in general graphs satisfying the triangle inequality.

Theorem 3. Given a graph $G=(V, E)$ with edge weights satisfying the triangle inequality, a spanning tree $T$, and, for each vertex $v$, a degree constraint $\mathrm{d}(v) \geq 2$, the algorithm produces a tree whose weight is at most the weight of $T$ times

$$
2-\min \left\{\frac{\mathrm{d}(v)-2}{\operatorname{deg}_{T}(v)-2}: v \in V, \operatorname{deg}_{T}(v)>2\right\} .
$$

Proof. The increase in the cost of the tree is at most the cost of the best sequence. By Lemma 1, this is bounded by the cost of the minimumcost flow. We exhibit a fractional feasible, legal flow whose cost is appropriately bounded. The minimum-cost flow is guaranteed to be at least as good.
R oot the tree $T$ at an arbitrary vertex $r$. Push a uniform amount of flow along each edge toward the root as follows. Let $p(v)$ be the parent of each nonroot vertex $v$. For a constant $c$ to be determined later, define

$$
f(u, v)=\left\{\begin{array}{lc}
c & \text { if } v=p(u) \\
0 & \text { otherwise }
\end{array}\right.
$$

The cost of the flow is $c$ times the weight of $T$. Let $v$ be any vertex. The surplus at $v$ is at least $c\left(\operatorname{deg}_{T}(v)-2\right)$. We choose $c$ just large enough so that the flow is feasible.

There are three cases. If $\operatorname{deg}_{T}(v)=1$, the deficit at $v$ will be satisfied provided $c \leq 1$ and $\mathrm{d}(v) \geq 2$. If $\operatorname{deg}_{T}(v)=2$, the deficit at $v$ will be satisfied provided $\mathrm{d}(v) \geq 2$. For $\operatorname{deg}_{T}(v)>2$, the deficit will be satisfied provided

$$
c \geq \frac{\operatorname{deg}_{T}(v)-\mathrm{d}(v)}{\operatorname{deg}_{T}(v)-2}=1-\frac{\mathrm{d}(v)-2}{\operatorname{deg}_{T}(v)-2} .
$$

Thus, taking

$$
c=1-\min \left\{\frac{\mathrm{d}(v)-2}{\operatorname{deg}_{T}(v)-2}: v \in V, \operatorname{deg}_{T}(v)>2\right\}
$$

gives the result.

## 4. OPTIMALITY OF PERFORMANCE GUARANTEE

In this section, we show that the worst-case performance guarantee established in Theorem 3 is the best obtainable.

Lemma 4. Consider an n-vertex weighted graph $G$ with a spanning tree $T$ such that the weight of each edge in $T$ is 1 and the weight of each remaining edge is the weight of the corresponding path in T. If T corresponds to a complete rooted ( $D-1$ )-ary tree of depth $k$, then the weight of any spanning tree with maximum degree $d$ is at least the weight of $T$ times

$$
2-\frac{d-2}{D-2}-o(1)
$$

where o(1) tends to 0 as $n$ grows.
Proof. Fix any spanning tree $T^{\prime}$ of maximum degree $d$. Let $S_{i}$ denote the vertices at distance at most $i$ from the root in $T$. The flow on the edges of $T$ corresponding to $T^{\prime}$, as defined in Lemma 2, can be generalized to arbitrary cuts ( $V-S, S$ ) in the tree, and it can be shown that the flow crossing this cut is at least $\operatorname{deg}_{T}(S)-\operatorname{deg}_{T^{\prime}}(S)$. For any $i<k$, the cut ( $V-S_{i}, S_{i}$ ) is crossed by at least $\left|S_{i}\right|(D-d)-1$ units of flow. Thus the total cost of the flow is at least $\sum_{i=0}^{k=1}\left(\left|S_{i}\right|(D-d)-1\right)$. The cost of $T$ is $\left|S_{k}\right|-1$, which can be written as $\sum_{i=0}^{k-1}\left|S_{i+1}\right|-\left|S_{i}\right|$. It can be verified that $\left|S_{i+1}\right|-\left|S_{i}\right|=\left|S_{i}\right|(D-2)+1$. Hence the ratio of the cost of the flow to the cost of $T$ is at least

$$
\frac{\sum_{i=o}^{k-1}\left(\left|S_{i}\right|(D-d)-1\right)}{\sum_{i=0}^{k-1}\left(\left|S_{i}\right|(D-2)+1\right)} .
$$

On simplification, it can be seen that the ratio is at least $(D-d) /(D-2)$ $-o(1)$. Since the ratio of the cost of $T^{\prime}$ to the cost of $T$ is 1 more than this, the result follows.

Next we observe that the $\mathrm{d}(v) \geq 2$ constraint is necessary to obtain any constant performance guarantee:

Lemma 5. Consider an n-vertex weighted graph $G$ with a spanning tree $T$ such that the weight of each edge in $T$ is 1 and the weight of each remaining edge is the weight of the corresponding path in $T$. If $T$ corresponds to a path of length $n$ with endpoint $r$, then the weight of any spanning tree in which each vertex other than $r$ has degree 1 is at least the weight of $T$ times $n / 2$.

The proof is straightforward.

## 5. LINEAR-TIME ALGORITHMS

Note that to obtain the worst-case performance guarantee a minimumcost flow is not required. It suffices to find a feasible integer flow of cost bounded by the cost of the fractional flow $f$ defined in the proof of Theorem 3. We describe two methods to find such a flow, and to implement the corresponding sequence of adoptions, in linear time.

Algorithm 1. The first algorithm exploits the special structure of the flow in the proof of Theorem 3 to construct an integral flow without solving the flow problem to optimality. Observe that the flow along each edge of the tree is the same ( $c$ units). Since the graph satisfies the triangle inequality, flow along a path of more than a single edge can be replaced by a single edge that connects the end vertices of the path without increasing the total cost of the flow. This ensures that all of the fractional flows are sent from the sources to the destinations directly. The following greedy rounding scheme finds an integral flow that is no more expensive than the fractional flow.

Let $f$ be the fractional flow defined in Theorem 3. Modify $f$ by repeatedly performing the following short-cutting step: choose a maximal path in the set of edges with positive flow; replace the ( $c$ units of) flow on the path by ( $c$ units of) flow on the single new edge ( $u, v$ ), where the path goes from $u$ to $v$. Let $q(u)$ be the child of $v$ on the path. Stop when all paths have been replaced by new edges. This phase requires linear time, because each step requires time proportional to the number of edges short-cut.

In the resulting flow, the only edges with positive flow are edges from leaves of the (rooted) tree $T$ to interior vertices. Round the flow to an integer flow as follows. Consider each vertex $v$ with positive deficit, say $D$. $U$ sing a linear-time selection algorithm, among the edges ( $u, v$ ) sending flow to $v$, find the $D$ smallest-weight edges. Assign one unit of flow to
each of these $D$ edges. The resulting flow is integer-valued, feasible, legal, and has cost bounded by the cost of $f$. This phase requires linear time.

A ssume that each vertex maintains a doubly linked list of its children. Given a pointer to any vertex, we can obtain its sibling in constant time. As adoptions are done, this list is maintained dynamically. Perform the adoptions corresponding to the flow in any order: for each edge $(u, v)$ with a unit of flow, have $u$ adopt the right sibling of $q(u)$ (in the original tree $T)$. The tree remains connected because $\mathrm{d}(v) \geq 2$, so at least one child of $v$ is not adopted.

Algorithm 2. Consider the following restricted adoption network. R oot the tree $T$ as in the proof of Theorem 3. Direct each edge $(u, v)$ of the tree toward the root. (N ontree edges are not used.) A ssign each edge a capacity of 1 and a cost equal to its weight. A ssign each vertex a demand equal to its deficit.

We show below that an integer-valued minimum-cost flow in this network can be found in linear time. Because the fractional flow defined in the proof of Theorem 3 is a feasible legal flow in this network, the minimum-cost flow that we find is at least as good.

Find the flow via dynamic programming. For each vertex $v$, consider the subnetwork corresponding to the subtree rooted at $v$. Let $C_{j}(v)$ denote the minimum cost of a flow in this subnetwork such that the surplus at $v$ exceeds its demand $D$ by $j$, for $j=0,1$. Since the flow problem has been restricted to the tree, with a capacity constraint of 1 on all the edges, there is no need to consider flow surpluses greater than 1 at any vertex. For each child $u$ of $v$, let $\delta(u)$ denote $w(u, v)+C_{1}(u)-C_{0}(u)$-the additional cost incurred for $v$ to obtain a unit of flow along edge $(u, v)$. Let $U_{j}$ denote the $D+j$ children with smallest $\delta(u)$, for $j=0,1$. Then, for $j=0,1$,

$$
C_{j}(v)=\sum_{u \in U_{j}} \delta(u)+\sum_{u} C_{0}(u) .
$$

U sing this equation, compute the $C_{j}$ 's bottom-up in linear time. The cost of the minimum-cost flow in the restricted network is given by $C_{0}(r)$, where $r$ is the root. The flow itself is easily recovered in linear time.

To finish, shortcut the flow as in the first phase of the previous algorithm and perform the adoptions as in the last phase of that algorithm.

## 6. GEOMETRIC PROBLEMS

Our general result has several implications for cases of particular distance functions where it is possible to give a priori bounds on the maximum degree of an MST . For the case of $L_{2}$ distances in the plane,
there always is an M ST of maximum degree 5 [13]; for the case of $L_{1}$ or $L_{\infty}$ distances there always exists a M ST of maximum degree $4[13,17]$. Without using any specific structure of the involved distance functions, we note as a corollary:

Corollary 6. Let $T_{\min }$ be an MST and $T_{k}$ be a tree whose maximal degree is at most $k$. For $L_{1}$ or $L_{\infty}$ distances in $\mathbb{R}^{2}$, we get a degree- 3 tree $T_{3}$ with

- $w\left(T_{3}\right)<\frac{3}{2} w\left(T_{\text {min }}\right)$.

For the case of Euclidean distances in the plane, we get bounded degree trees that satisfy

- $w\left(T_{3}\right)<\frac{5}{3} w\left(T_{\text {min }}\right)$
- $w\left(T_{4}\right)<\frac{4}{3} w\left(T_{\text {min }}\right)$.

The latter two bounds are worse than those shown by K huller et al. [10] using the geometry of point arrangements. (It was shown that $\frac{3}{2}$ and $\frac{5}{4}$ are upper bounds.) We conjecture that the following are the optimal ratios:

Conjecture 7. For the case of Euclidean distances in the plane, we conjecture that there exist bounded degree trees that satisfy

- $\frac{w\left(T_{3}\right)}{w\left(T_{\text {min }}\right)} \leq \frac{\sqrt{2}+3}{4} \approx 1.103 \ldots$
- $\frac{w\left(T_{4}\right)}{w\left(T_{\min }\right)} \leq \frac{2 \sin (\pi / 10)+4}{5} \approx 1.035 \ldots$

For $L_{1}$ and $L_{\infty}$ distances in $\mathbb{R}^{2}$, we conjecture

- $\frac{w\left(T_{3}\right)}{w\left(T_{\text {min }}\right)} \leq \frac{5}{4}$.

The worst examples we know (matching the ratios of Conjecture 7) are shown in Fig. 2. (Note that the example for $L_{\infty}$ metric is obtained by rotating the arrangement in (c) by 45 degrees.)

### 6.1. Geometric Hamiltonian Paths

We conclude this paper by settling a question raised in [11], in the negative: "In Euclidean graphs, perhaps a Traveling Salesman path of weight at most $(2-\varepsilon)$ times the minimum spanning-tree weight always exists and can be found in polynomial time."

Theorem 8. For an arrangement of points in the plane with Euclidean distances, the ratio $w\left(T_{2}\right) / w\left(T_{\text {min }}\right)$ can be arbitrarily close to 2 .


Fig. 2. The worst known examples for (a) $w\left(T_{3}\right) / w\left(T_{\text {min }}\right), L_{2}$ distances; (b) $w\left(T_{4}\right) / w\left(T_{\text {min }}\right)$, $L_{2}$ distances; (c) $w\left(T_{3}\right) / w\left(T_{\text {min }}\right), L_{1}$ distances.

Proof. Let $n$ and $k$ be sufficiently large. Construct a point set as follows (see Fig. 3):

Take base points at $(0,0)$ and $\left(2 n^{k}, 0\right)$.
For $j=0, \ldots, k$, add points as follows:

$$
\text { For } i=1, \ldots, n^{j}
$$

Add level $j$ point at $\left((2 i-1) n^{k-j}, n^{k-j}\right)$;
add base point at $\left((2 i-1) n^{k-j}, 0\right)$.
The points at level $j$, i.e., at height $n^{k-j}$, have nearest neighbors at distance at least $n^{k-j-1}(n-1)$. To prove the lower bound, we draw a circle centered at each point at level $j<k$. For the points at level $j$, the radius of the circle is $\left(n^{k-j-1}(n-2)\right.$ ). The circles corresponding to two points do not intersect. Since each point has degree 2 in a H amilton cycle, twice the sum of the radii of the circles gives us a lower bound on the length of the Hamilton cycle. This can be computed as follows (observe that we can always pick $n \geq 2 k$ )

$$
2 \sum_{j=0}^{k-1} n^{j}\left(n^{k-j-1}(n-2)\right)=2 k n^{k-1}(n-2) \geq 2(k-1) n^{k} .
$$


basis of length $2 \mathrm{n}^{\mathbf{k}}$, containing base points
Fig.3. A class of examples showing $w\left(T_{2}\right) / w\left(T_{\text {min }}\right) \rightarrow 2$.

Since no edge can have length more than $2 n^{k}$, we conclude that no Hamilton path can have a weight smaller than $2(k-1) n^{k}-2 n^{k}=$ $2(k-2) n^{k}$.
It can be verified that there is a tree of weight $(k+3) n^{k}$ that spans the points. Hence this is an upper bound on the weight of $T_{\min }$. It follows that $\left(w\left(T_{2}\right) / w\left(T_{\min }\right)\right)>((2(k-2)) /(k+3))$, which can be arbitrarily close to 2 , concluding the proof.

The above class of examples establishes the same lower bound for $L_{1}$ and $L_{\infty}$ distances.
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[^0]:    ${ }^{1}$ To obtain the improved bound one has to change the proof slightly by upper bounding $c\left(v_{1} v_{2}\right)-c\left(v v_{2}\right)$ by $c\left(v v_{1}\right)$ and not $c\left(v v_{2}\right)$ as is done in [16].

