










and one imaginary component. FFT16's input timing is 

different in the way that start and ce (clock enable) have 

certain cycle-level specifications described in the previous 

section. The generated interface meets all those timing 

requirements. The FFT16 core’s overflow output pin,  

OVFLO, is duplicated and exported by the wrapper to the 

outside data-path for further use. In RS_encode’s output, 

the first 13 data elements are the data symbols that were 

fed into the IP. From the point of view of the outside data-

path, these data are known and do not necessarily need to 

be recovered from the IP core again, and only the two 

check symbols, which follow the first 13 data elements, are 

needed. The RS_encode IP core utilizes output signal info 

to indicate the present of the check symbols. The generated 

wrapper monitors info’s de-assertion and latches the check 

symbols in an appropriate timing.  

ROCCC wraps these IPs so that they have unified 

outside interface. These four examples illustrate ROCCC's 

capability to meet various timing protocols of IP cores. 

The execution time overhead at both the input side and 

output side for these four examples is one clock cycle. The 

area of wrappers accounts for 2% ~ 64% of the 

corresponding wrapped cores. Most of the wrappers’ area 

cost comes from the registers used to do serial to parallel 

and parallel to serial conversion. Compared to modern 

FPGAs’ capacity, this overhead is quite small. 

 

We measured the time required to load a static 

bitstream as well as the time required for programming 

partial bitstreams on the FPGA [Table 2]. JTAG and 

SelectMAP are two interfaces for reconfiguration of the 

FPGA. Since the partial bitstreams are smaller in size than 

the static bitstreams, a partial reconfiguration can be 

achieved in a shorter time vis-à-vis complete 

reconfiguration. 

7. CONCLUSION 

Increasing silicon capacity requires both higher level design 

methods and easier intellectual property core reuse. 

ROCCC, a reconfigurable computing compiler, is designed 

to take applications in C as input and generate RTL VHDL 

code. In this paper, we introduced one aspect of ROCCC’s 

functionalities, the IP wrapper generation.  

As the input to the ROCCC system, users write IP 

wrappers in high-level timed C. Clock cycle delays are 

described as function calls and users do not have to 

implement any cycle-level details in the input abstraction. 

Constrained by the delay function calls, ROCCC converts 

the wrapper from control flow graph to data flow graph. 

The compiler schedules pipelined instructions using 

predication. Wrapped IP cores have identical interface 

compared with the outer predicated circuit that also 

generated by ROCCC. 

The wrappers of the IP core examples meet the various 

timing protocol requirements, and unify the IP cores’ 

interface with the outer compiler-generated circuit. The 

results show that the execution time and area overhead are 

reasonable low. We also show the same tool can be used to 

support run-time reconfiguration on FPGAs by generating 

one wrapper that interfaces to multiple cores. 
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Table 2 - Reconfiguration time for static and partial 

reconfiguration on a Xilinx Virtex-2 PRO (XC2VP30) 

design type 

(Static/Partial) 

# of 

slices 

Btstrm 

size  

(Kbits) 

prgrm. 

time 

JTAG(ms) 

program. time 

SelectMAP(ms) 

static conf 13696 1415 2318 48 

DCT8 prtl recnf 378 216 354 7.3 

FFT8 prtl recnf 512 426 698 14.3 

 


