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Abstract—Carrier Sense Multiple Access (CSMA) protocols  Wireless MAC protocols may be viewed to be solving a op-
are unable to effectively arbitrate the medium in wireless timization problem with the following objectives: (i) marize
networks; problems such as hidden and exposed terminals capacity by allowing concurrent transmissions when péssib

occur frequently leading to collisions, poor performance and " . e . . .
unfairness. CSMA networks can be optimized by careful tuning and (i) avoid collisions and other detrimental interaoto

of transceiver parameters, such as transmission power and between competing flows. The general approach we take to
carrier sensing threshold, to maximize spatial reuse of wireless this problem is tomanipulate the interactionbetween the
channel while minimizing collisions. However, existing studies transmitting links by controlling transceiver parametéos

fail to JOlntIy optimize these parameters to eliminate collisions avoid harmful interactions. Specifically, each node mayisdj
and maximize spatial reuse. Our approach leverages on the t h t L d . .
observation that links under CSMA interfere in one of the few Parameters, such as fransmission po}"’eF and carrier sensing
discrete interaction modes; each mode leads to different behavior threshold to allow concurrent transmissions when they are
in terms of performance and fairess. The proposed methodology possible and to avoid collisions when they are not. There is
COUtI’O|S the transceiver pare_tmeters to COﬂVQI’t destruct_ive’nte_r- a complex inter-dependence between the settings chosen by
action modes (such as various types of hidden terminals) into g50h pnode. For example, a sender can increase transmission

constructive ones; we call this approach nteraction Engineering ¢ hi higher Si | to Interf d Noi
(IE). In this paper, we first formulate a model and centralized power to achieve higher signal to Interierence an oise

algorithm that computes the parameters based on one-to-one Ratio (SINR) for its link, but in the process create greater
interaction between the links. We then develop a distributed interference at other receivers. Similarly, the Carriensiay
IE protocol. We evaluate the protocols under Wireless LAN threshold determines the power level at which the channel
and multi-hop wireless networks using both simulation and 5 perceived as busy. Smaller values of this threshold eeduc
testbed. We show that IE eliminates a vast majority of the th ibility of hidden t inal . th der def
collisions and significantly boosts spatial reuse. For example, in e pO.SS', lity or hidden ermma S, since . € sender er
the WLAN scenarios, we observed a median improvement ofx  transmission even when there is a weak signal sensed on the
in throughput and more than 2.5x improvement in fairness, and channel. However, this high sensitivity may increase eggos
orders of magnitude improvement in connection delay and jitter. terminals by needlessly preventing non-colliding conentr
IE also shows significant improvements in multi-hop networks, transmissions. Since the solution must find effective rsgsti
and under different forms of traffic such as video and TCP. . . . -

for jointly for all active links, the problem is difficult.

Index Terms—Wireless, Medium Access Control, CSMA, IEEE This paper takes a new approach to optimizing the CSMA

802.11, Hidden terminals, Exposed terminals, Interactions MAC problem that is based on insights CSMA behavior [4]
[5]. These results demonstrate that interference is msteifie
|. INTRODUCTION through discrete interactions modes, rather than contisiuo

Carrier Sense Multiple Access (CSMA) is a MAC layemetrics such as SINR. As a result, small changes in topology
algorithm widely used to coordinate access to the wireless radio parameters can significantly affect the perforreanc
medium in Wireless LAN and multi-hop networks. Undeby converting one destructive interaction mode into anothe
CSMA, a node transmits a packet only if the channel imore effective one. Thus, it is important to be aware of this
sensed to be idle to reduce interference with other conctehavior when optimizing transceiver parameters for argive
rent transmissions. Several popular protocols, such a& IEEetwork. Moreover, these studies identify that differeriei-
802.11 [1], use CSMA since it is well-suited for distributedhctions, beyond the simple hidden terminal/exposed texmin
implementation. classification arise, with substantial impact on perforogan

Senders using CSMA cannot arbitrate the wireless chani@sction Il presents more information regarding the differe
effectively, and may therefore experience poor perforreanmteraction modes that arise in CSMA networks.
and unfairness as they compete with other senders for théAlthough there are a number of existing studies that opti-
channel. If the sender senses the medium to be idle amize CSMA behavior by manipulating transceiver parameters
transmits a packet when the receiver is experiencing intedr approach differs because it includes a wider range of
ference, a hidden terminal occurs [2]. Similarly, if the den possible MAC interactions that arise in a CSMA networks.
unnecessarily defers transmission due to sensing the eharn contrast, prior studies consider only a subset of togekg
to be busy while the receiver's channel is idle, an exposg@drameters, or protocol rules. For example, many models
terminal occurs [3]. These effects can lead to suboptimal uassume a dense random topology [6], [7], tune only carrier
of the channel, with poor performance and unfairness. sensing threshold [8], [9], [10], or assume that no ACKs are



sent [6], [7]. We discuss the related works in Section Ill.  networks, protocols such as IEEE 802.11 use acknowledg-

An earlier version of this paper [11] presented the idements upon successfully receiving a DATA packet. When
of Interaction Engineering (IE), where we jointly optimizean ACK is not received, retransmit the packet; they use
the transmission power, carrier sense threshold, andverceBinary Exponential Backoff (BEB) to reduce contention for
sensitivity to support concurrent transmissions whileiding the channel.
collisions. The paper presented an analytical model with a
centralized solution, as well as a heuristic distributeti-so B. Interactions in CSMA networks
tion. In this paper, we extend and generalize the model andt is well known that CSMA networks suffer from hidden
associated centralized solution (Section 1V) in a number ghd exposed terminals [2], [3]. However, recent studieshav
ways to allow optimization of wireless LANs and multi-hopshown that interference is more complex: two competingslink
networks. We develop a distributed protocol based on the neah interact with each other in a number of different ways
model in Section V. We extensively evaluate the protocol fahat exhibit different performance and fairness charésttes.
both managed and unmanaged WLANs. We also evaluate tfifese interactions can be categorized into a few discré¢e ca
protocol for a number of new traffic scenarios. gories [4], [5] with different impact on throughput, delagca

In Section VI, we evaluate the effectiveness of IE in WLANairness. Figure 1 shows the commonly occurring interastio
and multi-hop networks. We perform simulation and testbedo Interaction (NI):Network performance is best when links
experiments. In our WLAN simulation, we observe an medianithin the network are interference free. Figure 1(a) shows
improvement ofdx in throughput,2.5x in fairness and order two links that can be concurrently active since neither link
of magnitude improvement in end-to-end delay and jitteerEv interferes with the other link. We refer to this state of Brio
in the managed enterprise WLANSs, we show an improvemeiig NI (No Interference).
of 50% in throughput, with significant improvements in fair-Sender Connected (SCyvhen the senders can sense each
ness and delay. We also observe significant improvements @ther’s transmissions, they can better avoid collisiomstutgh
video and TCP traffic. carrier sense. The interaction between these two lingeisler

Experiments with &—node testbed demonstrate that IE i€onnected SC) (Figure 1(b)). Here, both the links share the
feasible in realistic deployments. We show that collisians capacity equally without collisions (except when both s¥ad
eliminated and spatial reuse is increased in links withrgfrotransmit at exactly the same time, which is infrequent).
SINR; without IE even such strong links were vulnerable tblidden terminals:Traditionally, researchers have treated all
detrimental CSMA interactions. forms of hidden terminals equally. Recent studies ideuwtifie

The paper focuses on optimizing CSMA in a single channdifferent forms of hidden terminals with varying throughpu
with constant rate. Related studies consider additiomakdi and fairness [4], [5]. Consider Figures 1 (c)(d)(e) thatespnt
sions such as channel assignment [12] and transmission raiferent forms of hidden terminals. In Figure 1(c), nosleis
control [7], [13]. However, we believe that optimizing inte a hidden terminal for linkS;-D;. Packets atD; are dropped
actions among nodes that coexist in a single channel formsliée to interference frons,, andS; experiences regular long
basic block that recurs even while considering these amtditi backoff periods.S>-D, dominates the channel at the expense
parameters. We even show that Interaction Engineeringtdoasf S1-D;. This scenario called assymmetric Incomplete State
performance even with channel assignment algorithms usedAIS) [4].
existing Enterprise WLANS. In the future, we plan to extend A similar interaction isSymmetric Incomplete State (SIS)
this model to take advantage of these additional parametefisere both the senders are hidden terminal to other’s receiv
to further optimize performance. Section VIl overviewsuiiet (Figure 1(c)). Neither link is able to transmit without dell
work, and presents some concluding remarks. sions, leading to poor performance. Unlike AIS, SIS is fair i
the long term as the interaction is symmetric.

In the third form of hidden terminals, the destinations
cause collisions when they transmit their ACK packets. The
In this section, we briefly overview the CSMA protocol. Wethroughput of this interaction is similar to SC but links feuf
then discuss the major interaction modes that arise in CSMAort term unfairness. This interaction, callederfering Des-
networks [4], [5]. tinations Incomplete State (IDIS)s depicted in Figure 1(e).

The fourth type of hidden terminal occurs due to Capture
Effect [14]. The receiveD; locks to the signal from interferer
A. CSMA protocol Ss. If the sourceS; transmits whenD; has locked toS,,

In CSMA, the sender transmits a packet only when thtaen D; ignores theS;’s signal, causing a packet timeout.
channel is sensed to be idle. The Carrier Sensing Threshbldwever, the packet is received successfullyDif locks to
(CS Threshold) parameter controls the signal level abogg’'s transmission, and, transmits at a later point in time.
which the channel is considered busy. The nodes monitor th& refer to this interaction hasidden Terminal with Capture
channel and lock to any incoming signal if it is above th¢HTC) [14].

Receiver Sensitivity threshold (RS Threshold). Other modes of interference can occur, but these have been

CSMA is susceptible to packet collision, where packet shown through geometric analysis as well as experimentally
lost due to interference from external sources. Due to the be rare [5]. Therefore, we consider only the categories
possibility of collisions and transmission errors in wasd explained above.

Il. BACKGROUND
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(a) No Interaction (NI) (b) Sender Connected (SC) (c) Asymmetric Incomplete (d) Symmetric Incomplete (e) Interfering Destinations
State (AIS) State (SIS) Incomplete State (IDIS)

Fig. 1. Types of Interactions in CSMA.

I1l. M OTIVATION AND RELATED WORK can have a high carrier sensing threshold and relativelig hig

In this section, we motivate the CSMA optimization prob;ransmlt power as long as they do not interfere with the other

lem, and survey the related work. We then motivate tl%estination. This rgsults in.opti.mal NI interaction.
methodology ofInteraction Engineering(IE) as a holistic However, collectively optimizing the parameters of all eed

approach for improving the performance of a CSMA networfC each this best-case scenario is in general impossible.
For example, the topology in Figure 2 (b) cannot achieve

o NI interaction. The receivers are close to the sender of the
A. Motivation for IE other link, and hence experience high interference making

The interactions between links, described in the previoilsimpossible to decouple the links. The best interaction in
section, arise as a combination of the location of the nod&sich a topology is to tune the parameters such that there
the RF characteristics of the environment as well as theorad$ an SC interaction to help the transmitters avoid hidden
parameters such as transmission power and Carrier Senye (€&ninals. Hence, the topology and the parameters of aksiod
threshold. Typically, radio parameters are fixed by the mangPllectively impact the performance, and should be caleful
facturer, giving rise to situations where destructiveriattions tuned to avoid detrimental interactions.
frequently occur. Interaction Engineering controls onenore
of the transceiver paramgters to control the interactiodeso B. Related Work
between the competing links.

Several parameters inculding transmission power, CSAn earlier version of this paper [11] presented the idea
threshold, Receiver Sensitivity (RS) threshold, transiois Of interaction engineering. The current paper extends and
rate and channel selection, affect the interactions, amdehe generalizes the analytical model, evaluates and speesaie
the performance of the network. Among these, we focus @model for unmanaged and managed WLANs, and for different
the three primary parametergransmission power, CS andclasses of traffic.

RS thresholdsWhile other parameters can also be controlled Several related studies have proposed optimization of
to further improve the performance, the primary paramete&SMA network by tuning power, carrier sense and receiver
dictate the interactions that occur between nodes for angiveensitivity. CSMA protocols, such as IEEE 802.11, has been
channel. For example, even in the presence of multiple champtimized to address various problems such as transmission
nels, it is vital to configure the primary parameters on linkgower control [10], [12], [17], effective carrier sensing,[[9],

that operate on the same channel;, we demonstrate the ngéd, [6] and avoiding the capture effect [14]. While eachdstu

in Section VI-B by showing the performance improvemersiolves a particular piece of the puzzle, none consider all th
gained by tuning the parameters. Hence, configuring the pparameters that influence the MAC interaction. We organize
mary parameters is a critical piece of the whole problem; vexisting research under four areas based on their limitgtio
call the three primary parameters iaseraction parameters and compare each with the IE methodology.

An ideal solution is to adjust the interaction parameters of 1) Studies that optimize a subset of transceiver parameters
the nodes such that each link has NI interaction with oth&ransmission power, carrier sensing threshold and receive
links, and all links concurrently transmit without any héid sensitivity of different nodes that govern the network hedra
terminals. For example, consider the simple scenario asrshaare inter-dependent. Some related studies consider only a
in Figure 2 (a). It is easy to tune the variables such thaslinkubset of parameter space. For example, existing MAC-level
A-B and C-D have NI interaction. In WLAN deployments, topology control algorithms alter transmission power assg
some studies suggest that if an AP uses high transmissgamstant carrier sensing threshold for all nodes [10],,[1127].
power it should set low carrier-sensing thresholds to ma&int Other studies alter carrier sensing assuming that trasgmis
symmetry of the network [15], [16]. We show a contradictorpower is constant [19], [8], [9], [6], [18]. In addition, Hot
observation where the symmetry policy does not necessatiese categories do not consider the effect of capture [dd] d
lead to optimal results. In Figure 2 (a), both nodésand C'  to improper receiver sensitivity.



Other models and protocols jointly tune carrier sensing B A b C
and transmission power; this work is most relevant to our
study [15], [16], [20]. Some approaches discuss heurigtias (a) Scenario 1: Collision to NI interaction
possibly reduce hidden and exposed terminals [20]; we @deovi
a model and analysis of tuning CSMA protocol to eliminate all A B
hidden terminals and minimize exposed terminals. Mhatre o—>0
O«—O

al. adjust the transmission power and carrier sensing thréshol
of the access points in an AP [15], [16]. However, the obyecti

of the study is to reduce asymmetry. However, as we show in
the examples in Section Ill-A, reducing asymmetry does Ngjy 2. Interaction Engineering to prevent collisions

necessarily optimize interactions in CSMA. Moreover, whil

the focus of the above studies is only optimizing AP-AP

interaction. We optimize any two links — both in single-hogontention regulation and interaction optimization.

WLAN networks and multi-hop networks. In summary, CSMA optimization is a joint optimization of
In summary, models that capture only a part of the paraeveral inter-dependent parameters belonging to sevedabn
eter space do not efficiently optimize the network; effeetivCSMA interactions between the links have to be optimized to

interaction engineering is achieved only when transcgd@er maximize spatial reuse and avoid detrimental effects. hewe
rameters ohll nodes are jointly optimized. The paper proposesxisting studies account for only a subset of the effects
model, protocol and evaluation for effective interactioning. and parameters, and do not explicitly consider all CSMA
2) Studies focusing on random distribution of nodes:interactions. In this paper, we propose a generic methggolo
Models in this category alter carrier sensing under specifigr optimizing the interactions in CSMA by tuning parameter

network structure and density [6], [7]. For example, theiear such that the links have most favorable interactions batwee
sensing models in the above studies assume a dense rangssm.

network and a honey-comb structure, where transmitteratare
the centers of a hexagon and interfering transmissionsdmpp
only from neighboring cells. While optimizing in such a dense
network provides asymptotic bounds, it does not faithfully In this section, we formulate an optimal IE model for a pair
optimize a given arbitrary network. Such an optimizationymaof links. Then, we propose a centralized algorithm thatrecse
still have hidden and exposed terminals. For example, we sttve model for a general topology with links.
that scenario 1 and 2 in Figure 2 need specific tuning of aarrie
sensing to have good interactions — even if they had belonged . -
within the same cell. In contrast, we optimize CSMA for a™ Strategies to optimize CSMA
given arbitrary topology. We start by providing the main intuition for IE using simple
3) Studies accounting for limited CSMA ruleStudies that scenarios. We first discuss engineering detrimental iotieras
characterize the possible CSMA effects conclude that ebfetathat suffer collisions (AlS, SIS and IDIS interactions). Wkien
fraction of the detrimental interactions are caused nog dok  discuss avoiding the capture effect (HTC interactions).
to classical hidden terminal scenario, where a DATA packet Consider the scenario in Figure 2 (a), where lidkB
by another DATA packet, but also due to detailed CSMAan have the several interactions withD based on the the
handshaking rules [4], [5]. interaction parameters. Packet collisions at lifikD can be
For example, two-way handshaking requires proper paraavoided either by: (i) raising the transmission poweiCal
eter tuning not only at the sender but also at the receiver.lowering power atd-B such that two links transmit concur-
Inappropriate or default values often introduces the figgi rently, but do not experience collision (having NI intefan);
of DATA collision due to ACK from a neighboring link [5]. or (ii) Creating an SC interaction between the links by &itgr
Moreover, the receiver does not carrier sense before trafss threshold atd and C. Engineering the topology for NI
mitting ACK, and hence the same rules as DATA transmigateractions (option i), is better since it achieves higstial
sion cannot be applied at receivers. Existing models do reuse than SC interaction.
consider the common CSMA protocol rules such as two-way However, in certain scenarios such as Figure 2 (b), tuning
handshaking [20], [21]. Hence, the solutions are inconeplednly the transmission power does not eliminate collisions.
and may cause undesirable interactions. Our work proposesr@asing transmission power df B increases the interference
framework that accounts for interaction parameters based @ link C-D, causing collisions aC-D. In response(-D
prominent CSMA rules. increases its transmission power, causing greater inégrée
4) Studies optimizing contention regulatio®ome studies at A-B, and the cycle continues without eliminating collisions.
control the contention observed in the network by reguiatin CSMA also suffers from HTC interactions (those with
the IEEE 802.11 backoff window [22], [23], [24], [25], [26]. capture). Recall that capture occurs when the destinatish fi
However, they do not regulate the MAC level interactionslocks on” to the packet from the interferer, and thus fads t
In contrast, IE focuses on optimizing the CSMA interaction®ck to the stronger signal from source. This effect can be
in the network, thus leading to more effective handshakesdiminated by setting the RS threshold high enough to prteven
In future, we plan to pursue model and protocol for a joirlbcking to the weaker interfering signal.

D C

(b) Scenario 2: Collision to SC interaction

IV. LINK-PAIR ENGINEERING



IE requires the given scenario to be analyzed to identifyence, using Equation 1, constraints for NI can be expressed
harmful interactions. We can then attempt to convert theas three linear constraints for each lifdk, d;):
interactions to NI or, failing that, to SC interaction byealhg
transmission power or CS threshold. HTC interactions ag th Ps:Csiay = B(PsyCsaar) 2 BW,
prevented by setting RS threshold appropriately. Ps; Csydy — B(Pdy Canay) > BW,

pdlcdlsl - B(pSQCSQSl) Z BW (2)
Similarly, three constraints are expressed for i@k, d>).

urther, the variables transmission power CS threshold:;
and RS threshola; for node: are bounded by

B. Problem statement and network representation

We define optimal IE as a problem that eliminates a'L_l
destructive interactions (AlS, SIS, IDIS) by convertinggitin
to either NI or SC. We defindavorable interactionsas NI
and SC (NI being more favorable than SC), since (i) NI and Pi = Puing, ¢ > W, andr; > W, )

SC are the only two interactions wituccessful handshakes ) ) . ) o
in the CSMA protocol; and (i) NI achieves greater capacityyhere W is the white noise andiyin; is the minimum
than SC (Figure 2). ransmission power for node . ' .

Network topology is represented with a set of nodés Equat|o_n 2 represents the constraints for the feasiblemegi
One-hop traffic between the source nodgsand respective Of transmission powers of the nodes. We now present the
destination node®); is represented by link set = (S;, D;). feasible regions for RS threshold and CS threshold of the
The number of nodes and active links are denotedvbgnd Nodes. If NI is feasible, the CS threshold should be set such

L, respectively. We assume the Two-ray Ground propagatiBit s1 ands; do not sense each other. The RS threshold at
model, where the signal received at a nddevhen o is the nodes should be set such that it receives the packet from

its link, but does not lock to the DATA packet from other link

transmitting at powep, is given by: ) ; : ‘
(to avoid HTC interaction). These constraints are repitesen

G+Gh2h?
Sab = %pa = CabPa, (1) by
d’, L
where d,;, is the distance between and b, G; and G, Cs1 > Py Csasr + W,
are antenna gains of transmitter and receiigrand h,. are Ps,Cspay + W <7a, <ps,Copa, + W,
antenna heightd, is the system loss, artlis the propagation sy < pd,Cays, + W. (4)

constant. We simplify the equation by denoting the constant

terms byC,,. The Signal to Noise Interference Rat{8INR) " p . X k

interference model is assumed, where the packet is receigdgilar way. The feasible region of the interaction parasreet

without errors if the ratio of signal to the noise and intezfece 'S defined by the constraints in Equations 2, 3, 4 and similar

is greater than a thresholdl equations for(ss,ds). If the above constraints are feasible,
IE can be modified to work with alternative propagatiof’® NI interaction is possible, and we choose the interactio

models. Even though the two-ray ground model is assumegrameters from the feasible space. Otherwise, it is |miple§s _

in analytical calculations, our testbed experiments agel O create an NI, and hence we prevent concurrent transmissio

that it is reasonable to approximate the received power to Bethe links by creating SC interaction. o
proportional to the transmission power. Step 2: SC formulation: The constraints for SC are similar

to the ones in NI, except for: (i) CS threshold should be
C. Optimal model for two links set such that; and s, sense each other, and hence do not
We now formulate anOptimal Link Pair (OLP) model transmit cqncurrently (Equat_ions 7), and (ii) .it is suff'rn:_tiéf
for link-pair (s1,d,) and (s2,ds). We define this model as the SNR (instead of SINR) is greater thgnsince the links

OLP((s1,d:), (s2,d2)). The model first checks if the topologyare se'parated in' time and there is no interference from the
can be configured for an NI interaction. If it is infeasiblee wOther link (Equations 5, 6). They are given by constraints:

We formulate the parameter constraints fep,ds) in a

tset the.tCS threshold such that both links do not concurrently Ps; Csya, > BW, (5)
ransmit.
Step 1: Check for NI feasibility: If two links can be Pa,Caysy 2 BW, ®)
engineered to have NI interaction, then the SINR for each Cs; < PsyCsysy + W, (7)
link should be greater than SINR threshagldi.e. rdy, < Ps;Cayay + W, (8)
Ssldl > B Tsq < Pd, Cdlsl + W. (9)
W+ SSZdl -

) ) ) o Similar constraints are set for linkss, d2).

where IV is the background white noise. Similarly, NI also |5 symmary, OLP first checks feasibility of NI interactions

dictates that (1) ACK fronts,, dz) should not corrupt DATA 514 assigns interaction parameters if it is feasible (siep 1

of (s1,d1) (to avoid IDIS interactions); and (2) DATA from a giherwise, we create SC interaction by following step 2.5thu

link (s2, d2) should not corrupt reception of ACK &t1,d1) *.  \ye optimally engineer any two-link topology by maximizing
favorable interactions while avoiding detrimental int#ians.

(s1,d1). While this constraint can be easily added to the model, wer@ito

since we have observed that the chances of two ACKs beingaséine same 1 eorem |V-_1- (Feasibility of OLP)OLP((s1,d1), (s2,dz)) is
time is very low (around 3% in our simulations). always feasible

LAnother possibility of collision is ACK of(s2,dz2) corrupting ACK of



. °° 6 /°1 Algorithm 1 Centralized Link-Pair (CLP) Algorithm
o0 ° 2 1: /lb[n] = Lower bound on tx power for node
o ° /:a ° 5 2: /IS[l] = Set of links that have SC interaction with lirik
® o o ° o 3: Initialize 1b[n] = 0 and S[l] = @
o oo ® o o ® 4: repeat
©weo © 00 converged = f al se;

for all link-pairs (s1,d1), (s2,ds) do
Sethim; = lb[l] fori e 51,d1,527d2
RunQOLP ((81, dl), (82, dg))
: Dsy s Pdy s Psas Pdy, = Min txX power from OLP.
10: UpdateS|[(s1,d1)] andS[(s1,d1)]

W‘\o
]
© 00 N o O

Fig. 3. A 4-link scenario

11: Ib[s1] = max(Ib[s1], ps, )

Proof: Consider a pair of links(si,d;) and (sy,ds). 12: Similarly updatelb|d;], Ib[sz], Ib[d].
Step 1 of the OLP (Equations 2 to 4) attempts to find feasiblies: end for
transceiver parameters such that the links have NI interact 14: if Ib andS has not changethen
There are two possibilities: 15: converged = true;
(1) Step1l is feasible in which case respective transceives: end if
parameters are assigned. 17: until converged
(2) Step 1 is infeasible, in which case we solve for Step2 ts: for all link (i, 5) do
check if the links have SC interaction. 19: pi = Ibi]; p; = 1b[y]

We now show that Step 2 is always feasible. If we set the9:  ¢; = ¢; = Maximum CS threshold
sensing thresholdc] of sources above noisdi{), and set 21:  for all link (z,y) € S[(i, )] do

transmission powey of the nodes such that the received signat2: newC's = p,Cpi + W
strength at the other receiver is above théhen the two links  23: if newC's < ¢; then
will have an SC interaction. There are no constraints in 3tepR4: ¢i = newC's;
that restricts the above feasibility. Hence, SC interagtics  25: end if
always feasible between a pair of links. m 26 end for
27 1y =p;Coi + Wiry = piCij + W

Corollary 1V.2. (Lower Bound on Max Power)In ,

. o 28: end for
OLP((s1,d1),(s2,d2)), if the transmission powers at the 0. retun per
sourcess; and sy are greater than some maximum transmis-= '
sion power, then the links can always be configured into an
SC interaction, i.e., SC interaction is always possible tfo
below transmission power regions of the sources: to have NI interactions with each other except the link-pair

1-2 and 5-6, which have to be configured for SC.
Psy 2 P, (51,0h), (52, d2)) and Our approach is described in Algorithm 1. We run the OLP
Psy = Praxs, ((s1,d1), (s2,d2)), (10)  on each link pair. Each solution to the OLP computes a feasibl
Where Py (11, l) is the lower bound on maximum transmisfange for interaction paramgters, thus providing 1 feasible
sion power for SC interaction for sourcewhile optimizing €9ions. For example, the interaction parametersifarhas
link pair I, and lo. Puax.(l1,12) can be calculated from three feasible regions (one with each other link-pair).
constraints of Step2. For example, applying Equations 3, 5 The solution converges to the optimal if the feasible region

and 7, after manipulation yield&®,,..., ((s1,d1), (s2,ds)) = intersect. Interaction parameters for a node chosen fram th
max( ﬁwg U N intersecting region satisfies all constraints. Howeverthi
Os1di? Coyoy feasible regions do not intersect, then we use a heuristic.

The above corollary can be directly derived from Theo- The heyristic uses a method of optimizing transmission

rem V.1 power first, and then assigning the other two interaction pa-
rameters, instead of jointly optimizing all the three iatetion

D. Centralized Link Pair Engineering (CLP): An Approximategarameters. The intuition is to select the minimum feasible

model forn-link topology transmission power for a node, since such a choice leads to

We now extend the OLP model which works with a pai@reater spatial re-use (higher possibility of NI). The mriom
of links to a general heuristic algorithm for links; we call feasible power for a node is recorded inlb[i]. Similarly,
this Centralized Link Pair (CLP) algorithm. CLP iteratiyel We also record the links with which a given linkhas SC
optimizes all link pairs. Each link calculates the optinvter-  interaction in the ses|l].
action parameters with other links, and updates its bounds o The recordedb becomes the new lower bounds in the next
the interaction parameters. Our algorithm eliminatesiddién iteration of all link pair optimization. The iterations dimue
terminals, while attempting to maximize NI interactions.  until there is no change itb and S. Then we calculate the
We illustrate the algorithm through an example topology i6S and RS threshold.
Figure 3. In the optimal solution, all links can be configured Before we prove CLP convergance, we define some prop-



erties necessary for the proof. We extend the lower bound imterference occurs from NI links, and that the algorithm
transmission power while optimizing link-paiP(,..; (L1, L2) protects against the NI link that causes the most interéeen
in Equation 10) to a lower bound for a particular nod®,{.,). by having a safety margin, we consider concurrent intenfeze

Definition (Per-Node Lower Bound of Tx Power for SC inlcrom links other than the bounding one as part of noise.

teraction — P.y;): Let L; be set of all links where is
either a source or destination. We define the lower bound of V. INTERACTION AWARE MAC
transmission power for a nodesuch that the links that have |n this section, we develop the distributideraction Aware
node: as source is in SC interaction with all other links as MAC (I-MAC) protocol which is based on the developed cen-
tralized model (CLP). Starting from CLP where the link-pair
Prax; = Prax;(Li, L"), YL L—L; 11 . . . .

maxi = MAX({Pmas;(Li, L), VL' € { ih, A1) problem is solved iteratively (Section V), I-MAC excharsge
where L is the set of all links. information about neighborhood links, and locally optigsz
only with those links. We show that such a protocol performs
close to the centralized solution and can adapt to dynamism
such as connection initiation or termination.

Lemma IV.3. (Non-decreasingp) The minimum transmission
power for a node:i provided to the OLP algorithmlif[:])
is a non—decreasing function across successive iterations Each nodei maintains its lower bound on transmission
Algorithm 1. power lb;, in addition to the already existing variables for
Proof: The OLP(ly,1,) algorithm is evaluated at eachtransmission powerp(), CS threshold ¢;) and RS threshold
loop iteration between each link-pdir and I, (line 8) with (r:). The information about the links is maintains two tables:
minimum transmission powers set as percomputed in the Self-links are maintained in Link Information Table (LITha
previous loop(line 7). At each loogbyi] is updated as the ngighboring link information is maintained in Neighboring
maximum value of previousbi] and the new transmissionLink Table (NLT).
power as per OLP result (lines 11 and 12). Heritgi] is LIT is maintained at the source of a link. Each row consists
non-decreasing function across multiple loop iterationsm of the tuple:

Theorem IV.4. (CLP convergenceLLP Engineering always < d,lbg, Csq, Cgs, numPktsSent, lastUpdateTime >,

converges. ) .
whered is the destination id.

Proof: NLT is maintained by all nodes. Each row contains
In order for the CLP algorithm to converge, thepeat

loop (from lines 4 to 17) should terminate. The rest of the < s2,dz,Ibs,,1bg,,scNeighbor, ttl, lastUpdateTime >,
algorithm computes other transceiver values, and is gtegdn
to return. Lemma V.3 shows th#i is non-decreasing. Hence
there are two cases to evaluate:

where s, andd, are the source and destination of the neigh-
'boring link. The boolean variablke:Neighbor indicates if the
Case 1: If all nodes have the samib(t + 1)[i], then the neighboring link should be configured as SC (e.g. Figure 2
al orithr.n converges (line 15) ' (b)). The NLT is propagated to the neighbors if the time-to-

g 9 C . .live ttl > 0, and the time when entry was last updated is
Case 2:f any of the node has a higher transmission power, i.e : .
. . : : . Stored in bylastUpdateTime.
if 1b(¢t+ 1)[i] > Ib(¢)[¢] for somei, then the loop is repeated. e :
Based on the value db(t + 1)]i], there are two subcases: Nodes_mmateLlnk Mee}suremerjt Protocdb measure the
Subcase 2.11b(t + 1)[i] < Puw: In this case, the OLP propagation constanty,, in Equation 1). In our testbed, we

. < Phaxi: ' erform link measurements [27] to calculate this variable.

algorithm in (¢ + 1) iteration may choose an equal or greate%uch algorithms have (') compiexity to measure all prop-

\]/-a;l;zglb(t—kQ). This leads to repeated evaluation of Casélagation factors in a network [28], and can be invoked on

Subcase 2.2tb(t + 1)[i] > Pyax;: Here we are assured thademand-

the OLP algorithm in thé¢ +2) iteration will not increase the
value oflb[i] in any successive iterations since SC interactioh. Protocol
has already been achieved with all other links (Equation 11) The source node updates themPktsSent in LIT dynam-

Hence,1b[i] will be constant from iteratiort? + 1). ically as it transmits each packet. We consider a source as

By symmetry, the argument applies to all node& can be  active sourcef numPktsSent is greater than a threshold for
shown that the iterations may loop only untii[i] reaches a gome Jink in LIT.

transmission power greater thdf,..;. After this stage, there .. node maintains aepoch timerthat is triggered at

will be no increase inb, and hence the algorithm convergeg,ngiant time intervals. At the end an epoch, each activesou

(line 15) triggers two procedures:

_ CLP does not consider cumulative interference from muly'y¢ requests the lower bound of all its destinatiofis,}, and
tiple links. Considering cumulative interference subtédiy updates the LIT. Hence, all the fields in LIT are updated.

increases the complexity of the problem, preventing pratti jjy |t proadcastd.ink Broadcast Packetvhich consists of the
solutions. We protect against cumulative interference $igig following information:

conservative estimates of the SINR thresh8l@in our exper-
iments, we use a safety margin bR). Note that cumulative [numLinks, LinkInfo, LinkInfo,, . . .]



where link information LinkInfo,, contains the source, 1000

destination and their lower bounds on transmission 9007 %
power(s, d,1b, 1by]) of active links. 800 o

Upon reception of the Link Broadcast packet, all active 700} o ®
sources update their NLT. If there is a change in the NLT, 600l ®3 &
then the active source initiates the calculation of inteoac g 5000 O % ® ¢
parameters. It runs the Algorithm 1 for the current links of > ook
the source with the links in NLT. The procedure provides 00l 8
interaction parametersp(c,r) and new lower bounds on 200}
transmission powetlf) for all links. The source updates ifis 1001 ®
and interaction parameters, and requests the destinatiset t o ‘ ‘ ‘ ‘

0 200 400 600 800 1000

the new interaction parameters. This procedure repeats unt X inm)
thelb of all links have converged.

Fig. 5. WLAN topology: 49 APs spread in an area of 1sq km at Dantimo

B. Disseminating link broadcast packets University [32]

As discussed earlier, each source sends link broadcasttpack
to its neighbors. The broadcast is transmitted at a powdr suc 0 : .
that all interferers are reached. Currently, we transmé t early 20% of the scenarios suffer from packet timeouts.(€.g
broadcast packet at larger power (3dBm more than the def L IFIS’ tHTC)’ which have all been transformed to NI or
power) since it has been observed that most of the integferer interactions.

are reachable with such an improvement [29]. We also set tllg.e-rhe gatl)n :F throl;Jghput ftc;]r tGZCht cort1_ver§|(t)n |st.shown n
ttl of the link broadcast packet tbsuch that most interferers igure 4(b). It can be seen that destructive interacti .

are reachable through multiple hops. that result in ACK timeouts) drastically affect the thropgh

Another design aspect of the current protocol is the regighfometimes even 'reducm'g the I|nk' throughput to Z€ro. I'MAC
dissemination of broadcast. Once the interaction parasefe converts all _the mteract_lons to high thrqughput '”‘?‘m
the nodes have been altered, they are configured to receive-erUthUt_ is doubled n gxposed terminal Scenarios as the
unicast packets only from their links. Hence, the nodes miannecessarlly blocked link is allowed to transmit.

fail to intercept broadcast packet if their receiver savisjtis Figure 4(c) shows the cumulative network throughput im-

set high. We implement a scheme of sending the link broadcggit)\./ement n _dlfgeor;nt ?:;r(]ananos. C.:umuliﬂve ne_twork;nrlﬁ_mh} h
packets through a control channel. In our evaluation, weysh@U* IMProves in 6L o1 the scenarios, with maximum through-

i 0, -
the effectiveness of I-MAC in both single-channel and tWBUt Improvement O.f 350%. 'The_ CLP gnd ! MA(.: protocol
channel scenarios. converge to the optimal solution in two-link scenarios.t8gs

aspects such as unreliable broadcast account for around 1% o
the scenarios whose performance slightly degraded.
VI. PERFORMANCEEVALUATION
In this section, we evaluate the performance of the proposgd
model, centralized algorithm and I-MAC protocol. First, we

demonstrate the effectiveness of IE in two link scenarigsqus Ve show the effectiveness of IE in WLANs by controlling
simulation. We then analyze the results in generalink the transceiver parameters of base-stations and clientsel

topologies — both in Wireless LANS (WLANS) and multi-hopW_LAN scenario, we mOdIfled the CLP algorithm such that
networks. Finally, we evaluate the performance of OLP in clients and APs collect the interference parameters frdrarot
testbed. We use QualNet [30] for simulation studies, whehodes. AII.the clients relay the mfor_matlon to the APs. The
operate on IEEE 802.11b with 2Mbps channel capacity. fPs coordinate over the back-end wired network to a central-

scenarios which require high rate (such as video traffic), &8d Server that executes the CLP algorithm and announces
use 11 Mbps channel capacity. the new transceiver parameters to the nodes. Currently, the

above algorithm requires modification on APs and clients; th
) ] nodes have to be equipped with measurement protocols to
A. Two-link Topologies estimate interference parameters. In future, we plan tiaia
We evaluate the effectiveness of the optimal two-link modéitelligent and distributed measurement techniques wtiere
(OLP and CLP) as well as I-MAC through simulations. WePs sniff client packets, and infer the interference patanse
simulate 400 scenarios of two links which are randomly(similar to micro-probing [31] or LQ-measure [27]).
chosen in al.5 sq km area. Figure 4(a) shows the interactions We use the WLAN topology at Dartmouth University [32].
in IEEE 802.11b (standard case) that have been converteditee WLAN consists of 49 APs located on the first floor of
more favorable interactions in I-MAC. The SC-NI conversiodifferent university buildings in a 1 sq km area (Figure 5 W
represent the exposed terminals, where links can be conalemonstrate the network performance with CLP in a WLAN
rently scheduled without any bad interactions. Around 34% where all APs operate on the same channel.
the scenarios suffer from exposed terminals, and all haga be We first demonstrate the performance of CLP in unmanaged
successfully converted to NI interaction in I-MAC. Simlilar WLANS, such as home-networks, where APs may reside on

Interaction Engineering in WLANS
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Fig. 4. 2-Link topologies: (a) All exposed terminals (34% rsméos) are converted to NI; hidden terminals (denoted by &@&)converted to either NI or

SC. (b) Conversion into NI interactions lead to large thigug gains. (c) Overall network throughput improvement as mas$5x is observed by I-MAC
protocol.
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Fig. 6. WLAN under CBR traffic: CLP achievels< more throughput2.5x ) ) . N .
Fig. 7. WLAN under CBR Traffic: Cumulative distribution funetis of

more fairness, and more than two orders of magnitude less eedetaelay

and jitter network metrics in a WLAN

the same channel. We study the performance of CLP undlay and jitter shows more than two orders of magnitude
different types of traffic such as CBR, TCP and video traffi#lprovement.
Performance under saturated CBR traffic: Figure 7 plots the inverse Cumulative Distribution Funatio
We vary the load on the network by altering the numinverse CDF) of the observed throughput and fairness as wel
ber of connections, and under each load we simulate 189 the CDF of the delay and jitter. CLP provides a median
scenarios. Figure 6 shows the improvement in the netwdikoughput (throughput af"~'(thru) = 0.5) that is 3.7x
throughput, fairness, end-to-end delay and jitter. X-ptets 9reater than IEEE 802.11 with a near-perfect fairness for a
different performance parameters under different loads. §cenario with 15 connections. The CDFs of end-to-end delay
axis represents the median values of the performance wahd jitter show an order of magnitude improvement (X-axis is
error-bars representing the 25% and 75% quartiles. Fairn@¥otted in log scale).
is measured by Jain’s fairness metric [33]. Figure 6 congareerformance under TCP: Figure 8(a) shows the superior
performance metrics (throughput, fairness, delay anerjitn TCP performance of CLP over IEEE 802.11. For example,
CLP and 802.11. Y-axis indicates the ratio of the perfornreané the 20 connection scenario, CLP provides approximately
metric observed in CLP to that of 802.11; a valuerobn 6x times throughput improvement with almost perfect fairness
the Y-axis implies that the performance metric of CLP iwhen compared to 802.11.
n times than the metric observed in 802.11. We observe anWe observed that most of the TCP connections under
overall network throughput improvement df< under high 802.11 have large connection initiation delays. For exampl
loads. A fairness improvement 2f5 x : eliminating destructive the median connection initiation delay was seconds under
interactions substantially improves fairness, althougheo 802.11 (with a maximum delay of arourgiminutes). The
sources of unfairness, such as contention unfairness [2dfge initiation delay for some connections under the 8D2.1
remain. As highlighted in the inset figure, the end-to-engfrotocol is because of the inability of the connections with
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packet collisions to contend with other connections thatha
effective interactions. CLP eliminates these detrimeimal 120
teractions, and reduces the connection initiation delag. W
observed a median delay 6f18seconds, and a maximum
delay of(0.44 seconds under CLP.

Performance under video traffic: We added a real-time video
encoding and decoding application to the QualNet simulator
usingffmpegandlibavcodedibrary [34]. We simulated down-
link video connections transmitting an 1 Mbps MPEG video of T s 45 o w1
standard video benchmark (Foreman sequence) [35] with 25

frames per second. We fix the channel capacity to 11 Mbp$y. 9. Interaction frequency: The two grouped bars indiche interactions

and vary the number of clients in the WLAN. under standard case and I-MAC, respectively. Under defaarfiguration,

. . cket timeouts increase as the number of connection ince&déAC
Figure 8(b) shows the performance of CLP under video trafiminates packet timeouts and exposed terminals.

fic. We measure the video quality by the video Peak Signal-to-
Noise Ratio (PSNR) metric. Similar to Signal-to-Noise Rati
higher PSNR indicates better video quality. Usually, a PSNR
of above 30 is considered good for compressed videos such-as
MPEG. Figure 8(b) shows the that the PSNR of the receivedWe evaluate I-MAC protocol in both single-link topologies
video with 802.11 protocol decreases below acceptableédimand multiple hop chains in multi-hop networks.
(around 20 dB) when the number of connections increase.1) Single-hop links:We study the effectiveness of I-MAC
CLP maintains a good PSNR with low standard deviation evenotocol in n-link scenarios . We first study its ability to
under heavy traffic. convert interactions and then evaluate performance rsetric
The reduction in the PSNR in 802.11 occurs because b simulate IEEE 802.11 (standard case) and I-MAC while
packet losses due to collision or congestion. Video traffi@rying the packet sending rates and number of connections
is made of several frames. Some frames are large and @& 1.5sq km network.
transmitted as a sequence of packets (as high as 18 packetggure 9 shows the number of interactions in the standard
per frame in our experiments). The frame cannot be rendeease and I-MAC as the number of connections are varied. In
correctly even if a single packet in the frame is lost. Hencthe standard case, the number of packet timeouts stabtlize a
there is a difference in the network throughput and perceivaround 14% as the number of connections increase. I-MAC
video goodput. Network throughput at the sender and receigiminates almost all packet timeouts. The exposed tefgina
is the rate at which the data is sent or received at the netwdfiat are converted are indicated by the difference between t
layer. Video goodput is the rate at which the successfGIC scenarios in standard case and the ones in I-MAC.
frame data is being received. Figure 8(c) shows the significa As expected, the number of connections are increased, the
degradation of video goodput in standard 802.11 and thember of exposed terminals are reduced as there is higher
effectiveness of preventing collisions by the CLP alganith contention for the medium. If the link converts SC to NI with
In 802.11, only a fraction of the sent packets are receivedme nearby link, the CS threshold may induce packet timeout
at the network layer at the receiver, out of which only with another farther link. -MAC prevents such conversions
fraction is translated into successful frames. We observedFigure 10 shows the effect of I-MAC on overall network
that standard 802.11 realizes only 40% (median value) of ttieoughput in different scenarios for varying numbers afi-co
sender throughput as as video goodput under high videcctraffiections. As the number of connections increases, dettahen
loads; CLP realizes almost 100% of the throughput as vida@deractions occur more frequently. Hence, I-MAC achieves
goodput. improvement in larger number of scenarios as we increase the
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number of connections. Maximum improvements of up o

. TABLE |
of overall network throughput is observed. . CLP ON TESTBED: SCENARIOS 1-5 SHOW THE CLASSICAL CONVERSIONS
We now evaluate the throughput and delay metrics as th8cenARIOS6-9 SHOW PARTIAL PACKET DROPS CLP FAILS WHEN THE

packet sending rate increases. We altered packet sendesy ra LINKS ARE TOO WEAK (# 10-13).
of connections in a6-link topology. Figure 11 shows the
per-connection throughput for different protocols. An ragge

throughput improvement of around 30%. I-MAC with unre- tocol. H the 1-MAC s th i0s 10 b
liable broadcast suffers in almost all the metrics, signidy protocol. ‘However, the I- converts the scenarios 1o be

the need for reliable dissemination of broadcast in l_MAd:pore fair. The inverse CDF of Jain’s fairness metric is shown
protocol. Improving the basic I-MAC with reliable broadtas' Figure 12(c). Note that the minimum value of Jain's fassie

is a part of our future work. metric in a scenario with 2 connections(ss (assuming at-

2) Multi-hop Chains: Thus far, we evaluated the effectlehaSt otnhe tcgggelcltlonﬁhasfnon-z_ero_f_thrOLtjgl]_Pg:p;t). ]!: |_gug;);%(c
of IE on single links. IE can be directly applied to chairp 1oWs tha - sUTiers from signitican unairness,

topologies by considering individual links. unfairness is eliminated using I-MAC.
Figure 12 shows the performance of I-MAC protocol on N ] ) ]
multiple hop route with TCP traffic. We simulate the samP- Initial Testbed Evaluation and Discussion
two-chain topologies as above albeit with TCP traffic. Fig- We now discuss the effectiveness of OLP with our initial
ure 12(a) show the number of scenarios with packet drops daeluation on a testbed. Our testbed consists of six Soekris
to exceeding the retransmission limit in 802.11. The sdesarboards with Atheros chipset and modified MadWifi driver [36],
with packet timeouts drastically decreases under the I-MA@berating on IEEE 802.11a withMbps. The testbed is placed
protocol. in an office environment with 2 rows of rooms, as shown
As observed in CBR traffic, good interactions do not directlyn Figure 13. We have observed that links that cross the
translate into better overall network throughput. Figueéb) rows suffer from lower received signal strength because of
show the inverse CDF of throughput under 802.11 and I-MAtbe concrete and glass separation. This leads to 4 reagonabl
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effective unicast links:1-2, 3-4, 5-6, and 2-3. The CLP Link 1-2 Link 4-3

algorithm runs on a central coordinator, and initiaesrf at
the nodes to measure the throughput.
All the boards are connected through an Ethernet cor

Thru (Mbps)
Thru (Mbps)
co N A O

co v A o

trol channel to initiateLink Measurement ProtocdR7] and i 16 o 1 g

. . Pow 1 (dBm) ow m) 12
transmit link broadcast packets. The measurement protoc 155 * pows om) 1670 “ powa (aBm)
is initiated at the start of the experiment, where all node Scenario 13 ] 123 Link -5

compute propagation factors;;.
The measurement protocol is limited by existing off-the-
shelf cards and drivers in two ways:

Thru (Mbps)

co N &~ O

co N B~ O

1. The card does not permit altering carrier sensing andicapt 47 1 4 16
thresholds. Hence, we limit the CLP to tune only transmi PO @Bm) 12, 74 Bowp(aem  TWOBM 20T D cem)
power. [ I AIS (Full or Partial) IEEBNI C_1SC |

2. The protocol cannot measure fine-granularity connégtivi_ ) o
information between all pairs of nodes;; can be computed 79 14 Threughput at different tx power combinations
only at nodes which can successfully transmit some packets.

We evaluate different pairs of links and the results are show
in Table I. It can be seen that CLP optimizes certain linkode pairs can be calculated.
pairs (Scenariod-9), while other link pairs perform worse Case 1: CLP optimizes the interactions when: (1) the link
(Scenariosl0-13). It is not possible to identify the root-causebetween the source and destination are strong, and (2) link
of the problem because of the hardware and driver limitatiorbetweenS1-D2 andS2-D1 either a strong or gray-zone links.
However, we conjecture on why CLP optimizes only certaifhis is because that the CLP has an accurate estimate of

set of links based on some observations. the interference caused by one source at the destination of
We classify the links into three categories based on titilee other link. Hence, CLP is successful in mitigating bad
connectivity [27]: interactions in scenariok and 3 in Table I.

1. Strong links: The C,4 between the sourceand destination ~ We illustrate on the effectiveness of the CLP parameter
d is high, and hence they are less prone to packet collisiosslection by Figure 14. The top part of the figure depicts
from subtle interferencel-2, 3-4, 5-6 are examples of strong the throughput observed in Scenatidor different values of
links at all transmission powers. transmission power at the sources. NI, SC and AlS intenastio
2. Gray-zone links: The C;; for these links are not high, andare marked with blue, gray and red bars, respectively.
these links have high Packet Error Rate (PER) [27]. Ldrk5 In the default setting, both sources transmit at 15dBm, and
and2 — 3 are gray-zone links at transmission powers less thaence the links have SC interaction. Both the links achieve
3dBm and 0dBm, respectively. around 3Mbps. The optimal value of transmit power occurs
3. Unconnected links: The C;; for these links cannot be when both nodesl and 4 transmits at 3dBm where NI
estimated by the measurement protocol since packets coimigraction is observed between the links. If the poweregri
not be transferred over these links — even at the maximusayond this region, then the links end up packet collisifias.
transmission power of 15dBm. Hence, we assume that thes@ample, when nodek and 4 transmit at 8 dBm and 1dBm,
node-pairs do not cause interference to each other. This asspectively, then link-3 suffers from partial packet collisions
sumption leads to incorrect results under some circumetandue to weaker received signal strength (Partial AlS). Harev
as we explain later. Links$-6, 1-5, 3-5, 3-6, 4-5 and4-6 are link 4-3 achieves full throughput when node reduces the
unconnected links. power to 5dBm. But, link1-2 now suffers from collisions
We conjecture that the effectiveness of the CLP is basbdcause of the low received signal strength. The optimailtpoi
on the types of the links involved and whether tfig for all is found whenl and4 transmit at 3dBm. If nodé lowers the
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power further, link1-2 becomes vulnerable to collisions duesuring the minimum signal strength needed to decode the
to low signal strength. preamble [8]. We believe that the range @f can be used
Case 2:CLP also optimizes two strong links when-d, and in conjunction with the existing adaptive mechanisms. Our
so-dy are unconnected and spatially far away. Here the souraesrent experiments using Atheros cards indicate that our
cause low interference to other destination, and hence, @eheme works for links that have good signal strength; these
assumption that these nodes do not interfere is fairly ateurlinks are more important to the higher level protocols, sash
(Scenario2,4,5). routing, and applications.
Case 3:CLP is partially successful in reaching its aims when
at least one source and the other destination are uncodnecte
links, and if the distance between these nodes are smaliisr. T
phenomenon occurs in Scenarib® 9, where nodes-5, 1-6, ~ We proposed a framework to optimize CSMA wireless
2-5 and2-6 are unconnected, but we believe that the receivBetworks by configuring different transceiver parameters t
would experience non-negligible interference from theeothprovide greater spatial reuse, while eliminating hidden te
source. minals. We proposed an optimal model for two-link topolo-
Case 4:CLP results in completely unoptimized interaction§i€s, and an approximate algorithm for general topologies.
between two links when: (1) one of the link is in gray-zone/Ve developed a distributed protocol based on the general
and (2) the receiver of one link is unconnected to the othalgorithm that adapts dynamically to changes in the network
source, but the nodes have non-negligible interferenceilsi We evaluated the model, algorithms and protocol through
to case 3). Scenarid®-13 suffer from detrimental interactions Simulations and testbed studies. The protocol was able to
because of the above reason (litk- 3 is a gray-zone link). almost completely eliminate destructive interactionsuitésy
We illustrate Case 4 with a scenari®, where link 2-3 in large improvements in throughput and delay.
suffers from complete packet collision. The bottom part of We plan to extend this work to improve both the base
Figure 14 shows the possible throughput observed when @lgorithm and the protocol. We plan to formulate model
sources transmit at different powers. In the standardngetti and design near-optimal protocols that account for matt-r
15dBm transmit power, both links can sense each other, anglti-channel networks. Since existing wireless cardsgtlihe
hence observe SC interaction. As we lower the power of thember of parameters that can be measured or altered we
source2 below 5dBm, link2-3 suffers from lesser throughputplan to use Software Defined Radios (SDR) to provide greater
due to constant interference from nagleCLP fails to account flexibility in controlling PHY and MAC parameters.
for interference fron®t, since node® and6 are measured to
be non-interfering. Acknowledgements: This work was partially supported by
Discussion on Deployment ChallengestWe have assumed National Science Foundation grants CNS-0958501, CNS-
that CS threshold¢f) is an energy threshold that can b&751161, and Qatar National Research Fund grant number
set in the transceiver. In reality, this assumption is conNPRP 08-562-1-095.
plicated by two factors: (1) changes to noise or received
signal strengths over time, when we assume constant values,
and (2) transceivers may use different logic to detect that a
channel is busy, and we assume that CS Threshold is a simplé The IEEE Working Group, “IEEE 802.11 Wireless Local Arét-
energy threshold th"_’\t Ca_n be set. We believe th,at the mOdEJ \Il:\fo,z\lfs'i'oﬁggizénd L. Kleinrock, “Packet Switching in Rad@hannels:
can be extended with simple heuristics to provide effective” part II-The Hidden Terminal Problem in Carrier Sense Mugtipkcess
interactions in such cases as we elaborate below. and the Busy-Tone SolutionlEEE Trans. on Communicationgol. 23,
First, our ILP model provides a feasibility range for carrie ., N 12 Pp. 1417-1433, 1975.

. . . [3] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang, “MACAW
sensinge;. Hence, the actual carrier sensing threshold can be' a media access protocol for wireless LAN'SSIGCOMM Comput.
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