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Abstract—Smart camera networks (SCNs) are increasingly used in applications such as homeland security, border control and traffic monitoring. The cameras are often wireless with an organically growing structure, to reduce the overhead of deployment. We frame a new and important problem in SCNs: how to transmit videos from multiple cameras with overlapping coverage given the limited available wireless bandwidth to maximize the quality of the received videos. We call this problem Coordinated Transport of Correlated Videos (CTCV). CTCV is a more general version of 3D video transport: in that problem, highly correlated videos from two cameras (that provide the 3D perspective) are jointly encoded exploiting their pre-defined and known overlap. In contrast, in CTCV there is an arbitrary number of cameras whose overlap is not known apriori and that require transmission as multiple video streams. To effectively support CTCV, we propose a video delivery protocol that consists of two primary components: (1) Consolidation of correlated videos from multiple cameras which removes spatially redundant fields-of-view; and (2) Network and coverage aware bandwidth allocation to optimize coverage quality cooperatively among the different video streams to match the available bandwidth. We formulate the problem of optimal bandwidth allocation for maximizing coverage. We propose and investigate different heuristic policies for bandwidth allocation. We evaluate CTCV using data from a small camera testbed as well as topologies from realistic deployments. Experiments show that CTCV achieves around 10 dB gains in video quality in the scenarios we consider.

I. INTRODUCTION

Recent developments in network cameras and wireless technology have enabled deployments of Smart Camera Networks (SCNs) in many application domains that benefit from visual surveillance. SCNs collaboratively self-configure, adapting to what they are monitoring to improve the network’s overall effectiveness, and to lower reliance on human operators [1]. SCNs often are deployed with limited planning using wireless networking and evolve organically over years. For example, the Chicago video surveillance system, started around 2002, grew from a test deployment to 8000 cameras over its first five years, and now has an estimated 20,000 cameras. This surveillance system grew organically when multiple organizations and companies – over a period of time – contributed their camera feeds for public surveillance [2].

In an SCN, monitoring of an event (either in real-time or after the fact) requires retrieval and presentation of multiple video streams from a group of nearby cameras that are spatially correlated (include overlap in coverage). Since video consumes significant bandwidth, it is easy to overwhelm the limited bandwidth of the network, especially in wireless deployments, leading to poor-quality delivered video [3], [4]. We call this problem Coordinated Transport of Correlated Videos (CTCV). The correlated nature of the videos opens up opportunities to reduce redundancy and therefore the amount of data that needs to be transported. In particular, the streams are typically combined to present the viewer a unified intuitive view. Finally, as congestion occurs, the video quality must be reduced to match the available bandwidth. However, it is necessary to carry out such decisions in a way that maintains coverage and delivers acceptable video quality.

To effectively address the problem above, we propose a coordinated video transport protocol. The protocol leverages two primary mechanisms:

- **Video combination and redundancy removal:** In a vast majority of SCN deployments, the video feeds from individual cameras are combined at the Observation Center (OC) to present a single view to the observers for ease of monitoring. CTCV combines videos within network to eliminate redundancy originating from the overlapping fields-of-view (FoVs) of cameras. We also investigate detecting the overlap and informing the cameras to eliminate the redundancy at the source. Eliminating redundancy from data is similar to aggregation in conventional sensor networks [5]–[8]. However, detecting overlaps and merging videos from different view points is significantly more complicated. To our knowledge, this is the first time in-network aggregation is applied to video data.

- **Coverage aware bandwidth allocation:** Having reduced the size of video by eliminating redundancy, the second component of CTCV controls the data rates of the individual and combined videos to ensure that they fit within the available network bandwidth. The wireless channel is shared with nearby cameras and routers; the decision on bandwidth allocation must be coordinated. At the same time, the value of video streams being transmitted may be different (as measured by the coverage area, or other application specific metrics). This is a Generalized Network Utility Maximization (GNUM) problem [9];
we formulate a coverage-aware joint routing and rate control problem. To provide low-overhead solutions, and to account for effects present in wireless networks such as external interference and CSMA scheduling, we introduce several heuristics to solve the problem while maintaining coverage-level fairness. While there is significant work in wireless multimedia networking on adapting video rate to available bandwidth, the vast majority of it targets a single video feed/camera [10]–[12].

We evaluate the proposed ideas both in a small multi-camera testbed as well as using simulation. For simulation, we model two SCN’s based on recent deployments and using publicly available video feeds. One scenario is modeled after a highway monitoring SCN, while the other models a border-monitoring deployment. Since video processing operations such as the ones proposed here are difficult to evaluate accurately in network simulators that statistically model video generation, we modify the simulator to operate on pre-collected videos that are played back and processed during simulation. This methodology allows us to accurately evaluate the impact of networking and video events on the overall delivered video quality. Our results show that CTCV continues to deliver high quality video – with Peak Signal-to-Noise Ratio (PSNR) video quality [13] of 33 dB – when the standard protocols deliver unviewable video quality (PSNR of 22 dB) due to large number of video frame errors.

In summary, the contributions of the paper are:

1) We define the new problem of Coordinated Transport of Correlated Videos that arises in the context of Smart Camera Networks. We propose a solution to this problem consisting of video consolidation as well as bandwidth and coverage aware rate allocation. We model the problem as a coverage-aware Network Utility Maximization problem, and propose heuristics for CTCV that accounts for practical network effects such as CSMA scheduling.

2) We propose video consolidation to remove redundant overlap regions from videos being transported. We develop a video stitching implementation that is 15x faster than image by image stitching. We investigated consolidation in the network, as well as at the end cameras. To our knowledge, this is the first proposal for sensor network aggregation on video data.

3) We propose a coordinated coverage and network aware bandwidth allocation and video rate control. We express the problem formally and develop solutions for it. To our knowledge, this is the first video delivery model targeted towards multimedia networking of multiple related video streams.

4) We investigate CTCV both in a camera testbed as well as using simulation, showing that it can dramatically improve performance.

II. OVERVIEW AND ASSUMPTIONS

We propose a Coordinated Transport of Correlated Videos (CTCV) protocol: a coverage and bandwidth-aware video transport protocol for coordinated videos. We first describe the alternatives for consolidation and the protocol (in Section III) that efficiently constructs and delivers a consolidated video of the event being monitored, while removing redundancy. We then model the problem of coverage-aware joint routing and scheduling as a Generalized Network Utility Maximization (GNUM) optimization problem (Section IV). We then propose heuristic CTCV solutions to (described in Section V) allocate the bandwidth to the streams while taking into account the coverage of the different video feeds.

We assume that the coordinated videos together serve a query at the observation center. The videos are fused into one presentation that provides a combined view of the videos to a human observer. In this paper, we use a mosaicing based video presentation, which stitches multiple videos from nearby regions to form a single mosaic of the covered area [14]. While mosaicing is the most common multiple-video presentation approach, other approaches such as video summarization [15] and 3D holograms [16] are possible, and would invite different in-network video combining functions. The presentation model may be adaptable/queriable by the observer, requiring a corresponding adaptation of the set of streams being forwarded. We do not consider other presentation models in the current study; this is a part of our future work.

III. VIDEO CONSOLIDATION TO REMOVE REDUNDANCY

The first component of CTCV is video consolidation to remove redundancy. Consolidation is a form of aggregation in sensor networks for video data; we believe that this is the first implementation of aggregation in the context of a wireless sensor network for such a complex data type. We describe two flavors of consolidation, and follow by describing the design and implementation of our consolidation framework.

A. Consolidation Schemes

We propose two alternatives: (1) Consolidation by Aggregation (CA), which consolidates videos at intermediate routers to remove redundancy, and (2) Consolidation by Coordination (CC) which pushes the consolidation to the cameras to remove redundancy at the source.

1. Consolidation by Aggregation (CA): CA performs in-network processing at the routers to remove redundancy in videos before transmitting towards the OC. Figure 1 illustrates CA. Cameras (C1-C4) view different parts of the surveillance area with possibly overlapping Fields-of-View (FoVs). The video streams from the cameras are forwarded towards the Observation Center (OC) by the video routers.

   The routers decode the video from multiple video streams, and attempt to consolidate into a single video stream by removing the overlaps. The output video stream contains the stitched mosaic video from the input streams. In the Figure 1 scenario, the video streams from different cameras are decoded and then stitched into a single mosaic at Level-1 routers (R11, R12). If an FoV of a camera is completely redundant, such as C4’s FoV, then its video can be eliminated. Multi-level

2. Consolidation by Coordination (CC): CC performs consolidation in the network, as well as at the end cameras. To our knowledge, this is the first proposal for sensor network aggregation on video data.

   The first component of CTCV is video consolidation to remove redundancy. Consolidation is a form of aggregation in sensor networks for video data; we believe that this is the first implementation of aggregation in the context of a wireless sensor network for such a complex data type. We describe two flavors of consolidation, and follow by describing the design and implementation of our consolidation framework.

A. Consolidation Schemes

We propose two alternatives: (1) Consolidation by Aggregation (CA), which consolidates videos at intermediate routers to remove redundancy, and (2) Consolidation by Coordination (CC) which pushes the consolidation to the cameras to remove redundancy at the source.

1. Consolidation by Aggregation (CA): CA performs in-network processing at the routers to remove redundancy in videos before transmitting towards the OC. Figure 1 illustrates CA. Cameras (C1-C4) view different parts of the surveillance area with possibly overlapping Fields-of-View (FoVs). The video streams from the cameras are forwarded towards the Observation Center (OC) by the video routers.

   The routers decode the video from multiple video streams, and attempt to consolidate into a single video stream by removing the overlaps. The output video stream contains the stitched mosaic video from the input streams. In the Figure 1 scenario, the video streams from different cameras are decoded and then stitched into a single mosaic at Level-1 routers (R11, R12). If an FoV of a camera is completely redundant, such as C4’s FoV, then its video can be eliminated. Multi-level
consolidation is enabled by consolidating at multiple points as the video stream travels towards the OC.

2. **Consolidation by Coordination (CC):** CC applies in SCNs that use computationally capable cameras. In this case, the network coordinates to provide the cameras with information about redundant regions, allowing them to prune these regions without transmission. This approach removes the need for in-network processing at the routers.

### B. Design and Implementation

Both our consolidation implementations assume that video mosaicing is used as a presentation model to the observer. However, both approaches in principle generalize to other presentation models assuming that redundancy can be detected and removed. Video Mosaicing is performed by repeatedly stitching image frames from the cameras which cover neighboring Fields-of-view (FoVs).

We create a mosaic image from multiple overlapping images by using existing panorama stitching tools [14]. The main stages (as shown in Figure 2) are described below.

**a. Detecting the feature points between the images:** Informative common points (called feature points) are first detected in the overlapped parts of the image. The two images are stitched by aligning the respective feature points.

**b. Finding the image transformation matrix:** The images at the camera are captured at different positions and camera parameters (e.g., focal length of the lens). However, the final mosaic image should fit each of the images such that it appears to be taken from a single point. Hence, each image is remapped such that the projection of the images fit the adjacent images. Remapping is done in two stages: calculating the transformation matrix to find out the transformation, and the actual transformation of the image. The transformation matrix consists of:

1. the information to derive the remapped image from the original image (Remap-n in Figure 2), and
2. the X- and Y-offset of the remapped image in the final mosaic image.

In addition, this phase creates the mask for the image; this is the region of the image that is present in the final mosaic image (Mask-n in Figure 2). Note that the mask may be scene-specific. If one camera captures the scene better than the other cameras (say, because of the perspective), the mask of that specific camera can include that scene.

**c. Merging the images:** The transformation is a simple geometric transformation of the remapped image shifted the image according the above offsets. The transformed images are then superimposed. Advanced blending algorithms can be used to smooth the seam line that appears at the boundary of the two images [17].

### C. Video Consolidation using Aggregation (CA)

Similar to aggregation in sensor networks, CA attempts to consolidate data by applying the video mosaicing process (Figure 2) at every intermediate router for every video frame that is received at the router. However, CA requires synchronization of the streams. Also, CA is computationally expensive requiring the use of specialized accelerators (e.g., GPUs) to be able to scale to video rates. In contrast, CC eliminates redundancy at the cameras and removes the stitching computational burden from the routers.

We use a two phase system that efficiently stitches the video at the intermediate routers. The motivation is to reduce the overhead of computationally intensive steps – Feature point detection, transformation-matrix computation and mask generation – in mosaicing. Coincidentally, these expensive components are not required to be executed at every frame if the camera’s FoV parameters do not change. Thus, we preprocess these steps once in a Mosaicing parameter generation phase, and use the resulting parameters repeatedly to stitch images from every frame. The combination of these techniques provides a speedup of up to 15x in our system over the standard implementation.

**1. Mosaicing parameter generation:** This phase is executed at a router for the first frame received from the camera or another downstream router, or when the FoV of one or more of the cameras is determined to have changed. Using the images from the frame, the system computes the mosaicing parameters at every router. This phase is essentially the control plane operation for consolidation. Whenever the FoVs change due to, say, camera movement, this phase should be re-executed to identify the new mosaicing parameters.
2. Video Fusion: This phase is executed at every packet reception on the router. The router decodes the video frames, merges the frames into a mosaic, and, finally, encodes and transmits the mosaic frame to the next-hop router (as shown in Figure 3).

The input video streams to the routers consist of encoded frame data. The data for one frame can be of arbitrary size, and hence can be made up of multiple packets or fragments. To track fragments of the frame, we transmit the video ID, sequence number, frame number, frame size and fragment number in the header of each video data packet. The cameras are time-synchronized with a tolerance matching the dynamics of the video (typically within milliseconds). This is a typical requirement on multi-camera systems when the streams are being monitored together.

A Frame Buffer stores the packets until they are decoded into a single frame. Once the complete frame is received, it is decoded into an image, and stored in an image buffer (currently, in the YUV format). The router waits for frames from all its input streams to be available before merging. Once the frames are available, the router merges the images, encodes the image and transmits to the up-link router.

We handle complete and partial frame failures by observing the sequence number of the frames. If an aggregation point receives all frames from a camera, but not from sequence $n - 1$, then it concludes that the previous frame is not fully received. For all the correctly received frames, it creates an image using the YUV information stored in its buffer. For the partially received frames, it decodes the video frame by packing null values for the remaining bytes.

Once all the frames from the incoming videos are received, we create a new frame for the output video by: (1) transforming the image using pre-calculated mosaicing parameters, and (2) merging the transformed images.

Instead of a router, a computationally powerful middle-box or virtual network functions can be used for Video Fusion. However, for the sake of simplicity, we refer to these middle-boxes as routers in the rest of the paper.

D. Video Consolidation by Coordination (CC)

While a distributed implementation is possible for video consolidation in CC, we use the OC to periodically stitch the video frames to form one mosaic video, and in the process compute the transformation matrices and masks for each camera. This information is delivered to the respective cameras. Thus, the redundant regions of the camera FoVs are suppressed at the camera itself. Finally, the OC uses mosaicing to combine the frames from all the cameras. CC removes in-network processing completely from the intermediate routers, enabling CTCV to be implemented using standard routers. The expensive mosaicing operations are also deferred to the centralized OC which can be provisioned to have sufficient resources to carry out the mosaicing at video rate.

IV. COVERAGE-AWARE BANDWIDTH ALLOCATION MODEL

The second component of CTCV is coverage aware bandwidth allocation. To explore the fundamental structure of this problem, we frame the coverage-aware video transport problem based on the Generalized Network Utility Maximization (GNUM) framework [9]. The problem jointly optimizes bandwidth allocation and routing based on the coverage of the cameras.

Let $N$ be a set of nodes (cameras, routers and sink), and $L$ be the set of links in the SCN. Let $C = \{N_1, N_2, \ldots, N_c\} \subset N$ be the set of cameras, which are the sources for video streams. Let $K$ represent the set of connections between the cameras and their destinations (the sink). The source camera, destination and the rate of transmission for a connection $k$ are denoted by $src(k)$, $dest(k)$ and $r_k$, respectively. The traffic flow allocated to link $(a, b)$ for a connection $k$ is denoted by $f_{k,ab}$. Let $f$ denote the vector of all flows on all links.

**Utility of the video stream:** We express the utility of a video stream $k$ by a convex utility function $U_k(k, r_k)$. The desired characteristics of the utility function $U_k(k, r_k)$ for the CTCV problem are: (1) The rates should be proportional to the coverage, and (2) The rates should be allocated according to proportional fairness since the OC seeks to view the entire region, irrespective of how small the coverage is for a camera. Without loss of generality, we consider coverage to be the size of the covered area.

The utility for a connection $k$ is a convex function $U_k(k, r_k)$ which we formulate as follows. Let $\hat{r}_k$ be the video rate per unit-area covered for a camera. Let the camera $k$ transmit a region of area $P_k$. For simplicity, we assume that each camera transmits at least one unit-area ($P_k \geq 1$). Then, the overall rate for the camera $k$ is $r_k = \hat{r}_k P_k$. To promote proportional fairness, the overall utility function for the camera is given by $U(k, r_k) = \sum_{P_k} \log(\hat{r}_k) = P_k \log r_k - P_k \log \hat{r}_k$. The overall network utility is given by

$$
U = \sum_{k \in K} U(k, r_k) = \left( \sum_{k \in K} P_k \log r_k \right) - Z. \tag{1}
$$

where $Z = (\sum_{k \in K} P_k \log P_k)$ is a constant for the scenario. Clearly, the function $U(k, r_k)$ is convex. The overall utility function $U$ is also convex since $P_k \geq 1$.

The utility function can be specialized to the different consolidation schemes: Naïve, CC and CA. Let $\bar{P}_k$ be the set of unit-areas covered by the camera. For each scheme we define the set of unit-areas actually transmitted as $P_k \subseteq \bar{P}_k$. Let $P_k$ and $\bar{P}_k$ be the number of unit-areas in the above sets, respectively.
1. **Naïve scheme** In this scheme, the cameras, routers and sink are incognito of the coverage overlap: each camera transmits the entire covered area to the sink, i.e. \( P_k = \tilde{P}_k \) and \( P_k = \tilde{P}_k \).

2. **CC scheme** In CC, the sink communicates the useful FoV through the mask: each camera transmits only the useful area at the sink, i.e. \( P_k \subseteq \tilde{P}_k \) and \( P_k \leq \tilde{P}_k \).

3. **CA scheme** Here, the routers may aggregate multiple flows to form a new stream by removing overlap. The video stream is not transported end-to-end from the cameras to the sink. Instead, each video stream from the cameras is terminated at a downstream router that aggregates multiple flows, and the router will transmit a new aggregated video flow to the downstream nodes.

We split the video flow from the cameras or intermediate aggregating routers as separate flows. The connection set \( K \) consists of all end-to-end connections to the respective destinations. The number of unit-areas transmitted from the sources is equal to the the area covered, i.e. \( P_k = \tilde{P}_k, \forall k \in K \) and \( \text{src}(k) \in C \).

The connections at the aggregating routers will remove the overlaps and transmit a subset of the received FoV to its downstream routers. Hence, if a router \( N_k \) receives flows from routers \( N_a, N_b, N_c \), then the new flow will have \( P_k \leq \sum_{i \in \{a,b,c\}} P_i \).

All the schemes compute the \( P_k \) based on the above rules. For each scheme, we then compute the perceived utility of a flow based on Eq 1.

**Routing and Scheduling Model:** We use standard wireless routing and scheduling models, and maximize the CTCV-specific utility in Eq 1 for GNUM problem [18]. The optimization problem allocates feasible bandwidth on various links such that the perceived utilities of the video streams are maximized. Formally, the overall problem is defined as

\[
\text{Maximize } \sum_{k \in K} P_k \log r_k \tag{2}
\]

such that

\[
f \geq 0 ,
\]

\[
x_a^k \leq \sum_{b : (a,b) \in L} f_{k,ab} - \sum_{b' : (b,a) \in L} f_{k,b'a},
\]

\[
\forall k \in K, \forall a \in N, a \neq \text{dest}(k),
\]

\[
f \in \Pi \tag{5}
\]

The objective function in Eq 2 is the sum of the utilities of all the video streams. The routing constraint (Eq 4) states the well-known mass balance constraints which is used to route the packets from the source to the destination.

Finally, the scheduling constraint is given by Eq 5, which defines the feasibility of the links schedule after accounting for the wireless interference. Based on the interference model used, we can define a scheduling region \( \Pi \). We utilize a standard model for computing schedules [18]. Here, \( \Pi \) is derived by first computing the Conflict Graph for the wireless network which denotes the mapping between the pair of links which interfere with each other. Based on the conflict graph, feasible schedules are then created [18].

For the numerical evaluation in this paper, we model the conflict graph based on Primary Interference Model [18], where links that contain a common node cannot schedule together. Although this model has limitations, it has been extensively used in other GNUM studies due to its simplicity.

### V. Coverage Aware Coordinated Bandwidth Allocation–Protocol Design

In this section, we pursue practical distributed protocols for bandwidth allocation at intermediate routers under CA. Bandwidth allocation is the problem of deciding how to allocate the shared bandwidth between nearby interfering routers. Since the videos can represent different numbers of sources and different aggregate coverage, uniform bandwidth allocation often results in sub-optimal operation.

We motivate the problem using two scenarios. Consider the scenario in Figure 1, which has a symmetric structure; each router has an equal number of streams coming from cameras or other routers. Bandwidth allocation in such scenarios may be straightforward if the coverage of the cameras is of equal value. The second example is based on the proposed wide-area border surveillance system in Arizona as shown in Figure 4 (b). Some cameras are a few hops away from the OC, and are therefore able to obtain larger throughput (e.g., C4), while other farther cameras can expect significantly lower throughput (e.g., C1 and C2). The coverage value of different cameras...
differs based on overlap and the importance of the area they are monitoring.

We propose three algorithms for bandwidth allocation. They require communication between nearby routers to exchange relevant information and to agree on the allocation decisions.

1. Hierarchical Point Fair (HP-Fair) Allocation: SCNs in which cameras are connected to the OC using hierarchical network topologies (clustered topologies, cellular or WiFi-based) can be aggregated at their Hierarchical aggregation Points (HP) such as cluster-heads and base-stations. The HP-Fair algorithm assigns a single rate to each link irrespective of the number of video streams passing through it.

HP-Fair can be unfair since it assigns a single rate to all incoming videos irrespective of the contents of the video. For example, if one incoming video has a larger coverage region than another, HP-Fair assigns equal rate to both.

2. Cam-Fair aggregation: Cam-Fair improves HP-Fair by explicitly assigning bandwidth such that the encoding bit-rate from each camera is identical. Thus, each stream is allocated bandwidth proportional to the number of cameras it aggregates. For example, for the topology in Figure 4 (b), if the bit-rate per camera is 1 Mbps, then BS2 consolidates its mosaic at 2 Mbps, and BS3 at 3 Mbps, and the final mosaic at BS4 is assigned 4 Mbps.

While Cam-Fair accounts for stream coverage, it does not directly account for the final area covered at the OC. This is because Cam-Fair does not consider the part of the FoV of the camera video that finally makes it to the mosaic video at the OC. For example, in Figure 4 (b), cameras C1, C2 and C3 are closer to each other, and hence have a large overlap in their FoVs. However, camera C4 has a less overlap with other cameras, and contributes more coverage value to the final mosaic and should be allocated higher bandwidth.

3. Coverage Fair (Cov-Fair) aggregation: Cov-Fair aggregation assigns a bit-rate for each camera FoV that is proportional to the contribution of the camera FoV to the final mosaic. This is performed by first estimating the bit-rate of the video that the OC can receive. OC measures the available network bandwidth, and sets a single bit-rate (B) for the final mosaic video. If the total area covered at the OC is A, and camera C contributes an area aC, then the video stream is assigned a bit-rate of:

\[
\text{Rate}(C) = \frac{B a_C}{A}.
\]

The bit-rate at each HP is set to the sum of Rate(C), for all the video stream from cameras C that pass through the HP.

Bandwidth Allocation in CC: Recall that, in CC, each camera is aware of the the non-overlapping area covered since the OC transmits the masks of the FoV that the cameras have to transmit. Using this information and the available bandwidth, the cameras encode each video with a rate that is computed similar to Cov-Fair scheme in CA. The available bandwidth information can be obtained, for example, as back-pressure feedback from intermediate routers, or estimated end to end. We conjecture that the optimal protocol for bandwidth allocation can be derived from the decomposition of the primal problem in Eq 2.

VI. PERFORMANCE EVALUATION

In this section, we evaluate CTCV bandwidth allocation problem and the heuristic protocol.

A. Analysis of optimal bandwidth allocation

We first evaluate the model for a scenario of two cameras with two flows and a single OC (Figure 5). We keep the coverage of one camera fixed while vary the coverage for the other one. Figure 5 shows the rates achieved by each camera is linear proportional as we vary the overlap between the cameras.

Next we consider the effectiveness of naïve, CC, and CA schemes in a tree topology presented in Figure 1. We vary the percentage of the overlap between the consecutive cameras from 0 to 100. We measure the network bandwidth efficiency under the optimal rate allocation scheme: the ratio of the actual network bandwidth consumed (across all the links) to transmit the unit-areas which are present in the final mosaic video to the total bandwidth consumed.

Figure 6 shows the network efficiency. The network efficiency of CC (Coordination) is clearly 1 since all the bandwidth is used to transmit non-overlapping parts of the image. The naïve scheme degrades fast as the amount of overlap increases. CA (Aggregation) performs better than the naïve scheme since it removes the overlaps at the intermediate routers R11, R12 and R21.

B. Evaluation of Heuristic Protocols

We study various types of surveillance topologies including a small multi-camera testbed, as well as scenarios inspired by existing SCNs that use WiFi and WiMAX. We evaluate realistic CA and CC using videos collected from our camera testbed as well as public surveillance videos.

We implemented CTCV with in-network Mosaicing in the Qualnet simulator [19]. In particular, the cameras in our Qualnet model are made to send the video data provided to them as input traces. Multi-level encoding and decoding...
is sensitive to frame packet losses since packet drops at
one hop have a cascading effect on mosaic videos at later
hops. Therefore, existing VBR or trace-based simulation is not
sufficient [20]. We altered the simulator to provide simulation-
time in-network encoding and decoding of video streams using
the ffmpeg library [21]. Thus, all video processing is executed
completely, and network effects are simulated by Qualnet.

We first evaluate a simple two-level hierarchical topology
using videos generated from our testbed cameras. We then
study a large symmetric topology. Finally, we analyze CA
and CC in asymmetric topologies where bandwidth allocation
strategies have a significant effect on the performance.

We use a small camera testbed consisting of four Axis 213
network cameras viewing different parts of a panoramic image
(Figure 7). We set the cameras to have an approximate overlap
of 20% in their FoVs. Each camera streams a high-resolution
4 Mbps MPEG encoded video. These videos are collected and
then replayed in the simulator environment. This approach aids
in validating realistic stitching from multiple cameras that are
viewing different parts of the scene, while using real videos
from a small testbed.

The testbed scenario is similar to Figure 1. We use constant-
rate 54 Mbps IEEE 802.11a protocol with standard parameters.
Video quality is measured using the standard Peak Signal-to-
Noise Ratio (PSNR) of the video frames [13]: higher PSNR
indicates better video quality. Usually, a PSNR of above 30 is
considered good for compressed MPEG videos.

We compare CA with standard routing which is unaware
of coverage, nature of video traffic or network capacity. Figure 8(a)
describes the PSNR and frame success rate in different
schemes. The standard routing scheme when transmitting
videos at rates greater than 3-4 Mbps results in many frames
with errors, which drastically reduces the video quality.

This behavior is exacerbated by the bursty nature of the
video transmission; we noticed a peak-to-average ratio of bit-
rate of above 10. Video encoding consists of two types of video
frames: key frames and non-key frames. In general, key frames
are much larger than other frames and are sent about once a
second. In this scenario with 400 kbps videos, the average key
frame size is around 25 Kbytes, where as the non-key frames
are 1500 bytes.

In addition, we also measure the receiver throughput, good-
put (bit-rate of frames that are received without errors) and
energy consumption as shown in Figure 8 (b)(c). Clearly,
goodput and frame losses are better indicators of video quality
than throughput. Note that CA removes the overlapped areas
at routers and provides control to regulate downstream traffic
near the sink, where congestion is most likely. This enables
CA to adjust bandwidth to provide better video quality.

CA also leads to energy savings (Figure 8(c)). Transmission
near the ideal aggregation rate saves energy by around 13%,
in addition to improving quality. The energy saving occur
because of the lower transmission rates and retransmissions.

In the next experiment, we simulate surveillance of a part of
Highway-A7 in Germany (Figure 9). The highway already has
surveillance camera infrastructure where cameras are placed at
half a kilometer from each other. This SCN has a large but
symmetric topology.

We extrapolate the environment with additional cameras
deployed to improve the coverage. We assume that the cameras
are placed every 50 m (say, on light poles). The inset figure
shows the proposed camera placement over a stretch of 500 m.
We evaluate a hierarchical topology to deliver the videos from
these cameras. Four consecutive cameras are attached to a
router which transmits to the relay node.

In addition to PSNR, we measure the video quality using
the Structural Similarity (SSIM) [22] metric. SSIM measures
quality of decoded video by comparing the structure of original
image with the decoded video – instead of comparing pixel
values (as done in PSNR). SSIM is a value in the range
[−1, 1], with higher values corresponding to better quality.
SSIM evaluates the video quality as perceived by the human
eye, and is therefore more accurate than an pixel-level metric
such as PSNR [22].

Figure 10 shows the quality of received videos. The quality
of video in the standard video delivery case is significantly
lower than the videos aggregated at different rates; aggregation
is able to reduce the video size and adjust the encoding rates
to fit the transported video within the available capacity.

C. CA in Asymmetric Topologies

Thus far, we evaluated symmetric topologies where routers
at each level can be allocated similar bandwidth. We now
examine larger asymmetric scenarios using a realistic border surveillance scenario with long-range WiMAX links.

**Border Surveillance Scenario:** Border surveillance requires monitoring large remote and inaccessible areas. Figure 4(a) shows the Nogales area in Arizona where the US border is monitored using an SCN [23]. Currently, there are seven fixed surveillance and communication towers [23]. Each surveillance tower covers a portion of the border area that is already identified, and transmits the real-time video to the OC. Such real-time video is vital for instantly detecting and reacting to illegal border breaches. The sparse deployment of cameras creates large coverage holes that are unmonitored, thus prone to illegal movement of people and smuggling of drugs.

In the scenario we consider, we propose deployment of cameras near the border with the support of WiMAX Base Stations (BS) to relay the video to the OC. WiMAX is suitable for such scenarios because of its longer range (approx. 2-3 km). We choose simulation parameters to match the current infrastructure [23]; each tower is 21 m high and transmits at 43 dBm power over a 7 GHz range. Using this configuration, we are able to achieve a link capacity of around 30 Mbps at 500 m, and 10 Mbps at 2.5 km range. We assume that each BS operates on a different frequency range.

We simulate an example scenario where four cameras (C1 to C4) are randomly deployed in a strip of 8 x 1 km², as shown in Figure 4(b). The inset of the figure shows the snapshot of the sample surveillance video that overlooks long border. Using projective geometry and camera parameters, such as focal length, we map the area seen by the camera to a part of the overall Field-of-View (FoV) of the surveillance area [24]. We cut the parts of the FoVs of the original video and scale all the videos to the same dimension. We then encode the videos at 2 Mbps, which are streamed in the simulator from the camera nodes.

Recall that in the HP-Fair scheme, each base-station (BS1-BS6 in Figure 4) aggregates at the same rate. Figures 11(a) and 11(b) compares the video quality between different schemes. We simulate four scenarios where all base-stations aggregate the video at 1,2,3 and 4 Mbps.

HP-Fair provides significant improvement. As the encoding rate increases towards network capacity, the video quality of HP-Fair increases. However, as the capacity exceeds 2 Mbps, we observed substantial rates of frame drops (as seen by the *HP-Fair Agg 3 Mbps* curve in Figure 11(a)). These drops in turn cause lower and fluctuating measured PSNR and SSIM (Figure 11(b)).

Cam-Fair, Cov-Fair and CC schemes also exhibited behavior similar to HP-Fair, where the video quality increases as the encoding rate increased until a threshold value. However the drop in video quality occurred at different thresholds. We observed that Cam-Fair, Cov-Fair and CC were able to sustain a rate of 3 Mbps video at the OC; note that HP-Fair was saturated at 2 Mbps.

Figure 11(c) compares all the schemes when the collective...
consolidated video is delivered to the OC at 3 Mbps, which is the bit-rate that provides best video quality observed across all schemes. We also include a naïve scheme (Single-Point Aggregation or SP-Agg) where the first router where all videos meet (BS4 in Figure 4) is chosen as the only aggregation point. The CA schemes adjust their encoding rate at the aggregation points accordingly. CC, Cam-Fair and Cov-Fair perform the best across all the schemes.

VII. RELATED WORK

CTCV combines video consolidation with coverage and bandwidth aware end-to-end video delivery for SCN environments. In this section, we discuss related work relative to specific aspects of the proposed framework.

Video stitching: Related to video consolidation, stitching of multiple videos from multiple cameras – with possible multiple perspectives – has been investigated at the OC to provide a combined view for human operators [25]–[28]. El-Saban et al. propose real-time stitching of videos streamed from different mobile phones on a centralized server [25]. Similarly, Akella et al. stitch videos deployed in UAVs for a battlefield monitoring application centrally. Qin et al. [27] consider online panorama generation of videos transmitted by networked robotic cameras. Our work differs from these works in that mosaicing is carried out in the network to reduce the bandwidth requirements. Alternative models for consolidation corresponding to other video presentation requirements are also possible within the proposed framework.

Camera placement [29] and coverage works [30], [31] are related to CTCV in that they attempt to reduce overlap between cameras. For example, Yildiz et al. [29] present a camera placement scheme to generate panoramic video of a given area with minimum number of cameras. However, camera location planning is not possible for organically growing or mobile SCNs. In such situations, CTCV can complement planning to reduce the overhead from resulting coverage overlap.

Multimedia Wireless Networking: The second component of CTCV is coordinated bandwidth allocation. Several studies optimize video transmission on a network using scheduling, routing and video rate-control [10]–[12]. Video summarization is used to further reduce the required bandwidth by presenting a non-video summary, such as text and motion paths [32], [33]. These works focus on reducing the bandwidth usage of a single video stream and do not consider SCN scenarios where multiple cameras are concurrently streaming.

Other studies consider transmission of multiple videos over network. Liew et al. [34] propose joint encoding of multiple videos before transmitting them on the network. Video streaming of multiple streams in wireless mesh networks is considered by Navda et al. [35], where the focus is on improving the throughput by identifying and using spatially separated routes for video delivery. Our work is orthogonal: we propose a network-aware delivery model in SCNs rather than a routing or encoding protocol. Thus, we believe the above schemes can be used in conjunction with CTCV to further improve performance. CTCV can be considered as a generalization of video transport for 3D video [36], which consists of the transport of output from two correlated stereo cameras. CTCV generalizes this problem in several ways including the use of multiple cameras with arbitrary partial overlap between them.

Data aggregation in sensor networks: Aggregation in traditional sensor networks bears conceptual similarity to video consolidation in terms of selecting aggregation points and using appropriate aggregation functions [5]–[8]. Specifically, to aggregate data in sensor networks, an aggregation tree is constructed from sensors to the sink [7], in which all nodes except the leaf nodes can be the data aggregation points. Common aggregation functions used are simple operators such as MAX or AVERAGE [7], [37]. To our knowledge, this is the first work that considers aggregation of a complex data type such as video.

VIII. CONCLUSIONS

This paper introduces the problem of coordinated transport of correlated video (CTCV) present in Smart Camera Networks (SCN) deployed for wide-area surveillance. When events occur in such networks, often the observer is interested in viewing multiple videos from nearby cameras that overlap in coverage. Since video traffic has high bandwidth demands, naïve transfer of such videos often overwhelms the capacity of the network.

We modeled the CTCV problem as a joint routing and scheduling problem using the GNUM framework. We then
proposed two approaches for video consolidation. The first approach, consolidation by aggregation (CA), detects and blends areas of overlap in videos at intermediate routers. The second approach, consolidation by coordination (CC), further improves on CA by having the cameras avoid sending the redundant data to begin with. For bandwidth allocation, we investigated different policies for allocating the bandwidth among different routers in CA.

We evaluated CTCV schemes using public surveillance videos as well as video feeds from a small camera testbed. We showed that the coverage aware policies provide the significantly better performance (more than 10 dB gain in most scenarios) in realistic simulation scenarios based on real deployments of SCNs and public video feeds.
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