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Abstract—Providing fault-tolerance to multicast connections is an impor- multicast groups. Second, reliability and fault-tolerance be-
tant and challenging requirement of future networks. The existing techniqueggme exponentially more chaIIenging due to the multiplicity

for fault-tolerant multicast can be grouped into on-demand and pre-planneéjf . . . .
approaches. On-demand approaches can have long recovery latency. rrecelvers' For example, in contrast to unicast communica-

faster recovery, pre-planned approaches have been developed. However,ligns, any packet loss or link failure can lead to a large number
this type of approaches, the overhead cost is generally very high, especialyyf “complaining” nodes. Thus, a simple closed feedback pro-

when there is a large number of simultaneous groups in the network. In thifocol from unicast communications cannot be applied here
article, we first provide an overview of the current multicast fault-tolerance )

methods. In addition, we propose a novel architecture caiggregated The focus of this article is the efficiency of fault-tolerant
MPLS-based Fault-Tolerant Multicast (AMFM ) for scalable, efficientand  multicast schemes. The primary aspect of the efficiency is fast

fast fault-tolerant multicast provisioning. AMFM falls in the category of pre- . [ ; ; ;
planned approaches. Using the concepaggregated multicas], AMFM recovery: we want to minimize the disruption perceived by the

facilitates fault-tolerance in a very elegant way: it reduces the protection cod¢S€r- cher equally importgnt efficiency aspeCtS are the state
significantly; it is scalable to large numbers of groups; and it can also recovescalability and communication overhead, which will make the

failure in a very fast manner. This article describes the architecture of AMFMgcheme feasible in practice. Finally, we want a scheme that
and provides a feasibility check from an implementation point of view. We '

also conduct experiments to evaluate the performance of AMFM and show M‘”” facilitate the management of the network and prowde con-

can provide fault-tolerance in a scalable fashion. trol to the network administrator. ldeally, we would like our
Keywords— Fault-Tolerance, Fast Recovery, Multicast Provisioning, scheme to integrate well with the ability to provide guaranteed
Aggregated Trees, MPLS (Multiple Protocols Label Switching) services. We assume a target network with a large number of
groups and the possibility of failing links and nodes. We fo-
|. INTRODUCTION cus on a network that is under an administrative authority, who

Fault-tolerant networking has become prominent concern dé interested in maximizing the network efficiency and perfor-
the research and business community. Fault-tolerant grodpance.
communications have received relatively little attention so far. Several fault-tolerant schemes for multicast exist, which sat-
Group communications or multicast involves the communidsfy some of our efficiency requirements, but there is not a
cation of multiple entities at the same time. Fault-tolerancécheme that satisfies all of them. The existing schemes can
in multicast communications is more demanding than unicashe grouped in two categories: pre-planned and on-demand.
since one link failure affects many receivers of the same groug)n-demand approaches do not need to compute backup routes
and multicast routing is a more involved procedure. Severdbeforehand, so the computational and maintenance cost is
emerging group applications will need fault-tolerance to enlow. However, these schemes usually experience longer recov-
sure high levels of quality, such as video conferencing, disery latency, since the whole rerouting procedure is triggered
tributed network games, telemedicine, remote robot steerin@n-demand. In contrast, pre-planned failure restoration pre-
and distance lectures with student participation. We considefefines the backup routes, as introduces a large amount of com-
that users will expect and be willing to pay for service robust-putational and maintenance cost when there are large numbers
ness, which is a trend that we observe so far with network sef groups ongoing in the network. The big advantage of this
vices (i.e. switching from dial-up modem lines to the moretype of fault-tolerance is the much shorter recovery latency,
expensive cable or DSL). which is desired by many real-time communications and some

Multicasting involves the dissemination of information to other time-critical applications (such as coordination among
multiple receivers at the same time from one or more source#iultiple sites during NASA satellite launches).
The data is distributed with the use of a tree structure, which In this article, we provide an overview of fault-tolerant
we call multicast tree. The establishment and maintenance sthemes for multicast communications. We discuss the rel-
this tree makes multicast routing more challenging than uniative advantages and disadvantages of the schemes. We iden-
cast routing. First, the creation of the tree requires the estaltify a major trade-off between high overhead and fast recovery.
lishment of routing state. For network level multicasting, thisTo this effect, we propose a novel architecture which we call
state has to be installed in the participating rodtesss a re-

sult, the routing state is proportional to the number of activa.ately, application layer multicast has been proposed to alleviate this prob-
lem, but provides suboptimal resource utilization. In this article, we focus on
1The state requirements can vary between multicast routing protocolsietwork level multicasting.



AggregatedM PLS-basedrault-TolerantMulticast AMFM ). links in the backup paths. Different types of arrows represent
Our scheme falls in the category of pre-planned approachethe directions of the links used in the primary tree or the ac-
and it is based on the concept of aggregated multicast [5]. Wevated backup paths, and all links are assumed to be bidirec-
show that our scheme can provide fast recovery while minimiztional.
ing the required overhead. To achieve this, our scheme brings \y et al. [14] study the link protection and path protec-
bandwidth efficiency as a third element in the trade-off in &ijon approaches. In link protection, for each link, a backup
tunable way: we can define the amount of bandwidth overheagyyte is set up between the two end nodes. In path-protection,
that we are willing to incur in order to achieve fast recovery in afor each destination, a path vertex-disjoint with the path in the
scalable way. Finally, we provide details of how our approactmuylticast tree from the source to that destination is set up as
would be implemented in an MPLS environmeént backup. These two types of protection schemes are illustrated
The key idea of our approach is the separation of the tregy Fig. 1(a) and Fig. 1(b) separately. In Fig. 1(a), to protect
from the multicast group: the tree becomes a routing abstragnhe link (1 — 4), a backup patffl — 3 — 6 — 4) is es-
tion, while the multicast group is a communication abstractiontaplished. While in path protection (shown in Fig. 1(b)), a
Groups are mapped to trees on a temporary basis and with @ackup pat S — 9 — 6) is activated when link1 — 4)
explicit mapping at the ingress and egress points of the nefs down, since the primary path frori to 6 (that is path
work. In case of routing failures, the group is re-mapped tq 5 — 1 — 4 — 6) is broken. A modified link protection
a new tree. This re-mapping can be done quickly and effiis also proposed in [14], in which a backup path that protects
ciently, since we basically need to change the mapping at thghnk (v, — v) can originate fromu’s ancestor nodes or sib-
boundaries of the network. In addition, we can map multiplging nodes. For example, in Fig. 1(a), when lik — 4) is
groups to one tree, which reduces the required routing state igfown, a backup patt8 — 6 — 4) is activated instead of the
side the network. Aggregated multicast was initially designeghath (1 — 3 — 6 — 4), since3 is a sibling node oft, and
as a state-reduction scheme, but here, it becomes a poweritoup data reaching can be delivered directly td through
tool to facilitate fault-tolerance. AMFM can reduce the pro-path(3 — 6 — 4). In [14], the authors also studied backup
tection cost Significantly, and it scales well to |arge numbers OEapacity Sharing Strategies to reduce backup Capacity require_
groups. ment and save network resource usage. It should be noted that,

The rest of this article is Organized as follows. We first re-in the ||nk/path protection schemes, usua"y a sing|e link fail-
view related work, and then outline the motivation and keyyre is assumed.

concepts of our design. We then present our proposed archi- In a more recent approach, Fei et al
tecture, AMFM, in detail, and examine the performance of the g scheme. Instead of protecting each link or member indi-

approach. We also d|sc_uss the issues of extending AMFM t9idua||y in the multicast tree, a secondary tree is built among a
QoS-aware network environments. subset of multicast members for the purpose of fault-tolerance.
Dual-tree scheme requires the underlying network topology is
a bi-connected graph, in which there are at least two vertex-

In this section, we briefly review some previous work ondisjoint or link-disjoint paths between any two nodes. If the
pre-planned restoration for multicast. We also discuss Mulsecondary tree is only link-disjoint with the primary tree, then
tiple Protocol Label Switching (MPLS), and its use in fault- it is a link-disjoint dual-tree, otherwise, it is called a node-
tolerance in multicasting. As we already mentioned, the imgjsjoint dual tree. An example of node-disjoint dual-tree struc-
plementation of our approach could be greatly facilitated byture is shown in Fig. 1(c). If there is a failure, for example,
MPLS, and we describe the principles of such an implementaassuming link2 — 5) is down, one of affected primary leaves
tion in the subsequent sections. (node7 and 8 in our example) needs to be connected to a
non-affected node (nody through some path on the dual tree
((6 — 9 — 7) in our example). Once the reconfiguration mes-

Multicast traffic is usually distributed over a tree structure.sage (sent from nodgeto 6) reaches the unaffected node (node
A single failure will affect all members at the downstream of6), it activates the backup path on the dual tree and starts deliv-
the failure point. A couple of pre-planned fault-tolerant mul-ering packets to the affected leaves. Depending on the proper-
ticast schemes have been previously studied [14, 8, 4]. Sonites of the underlying network topology, dual-tree scheme can
of them use link protection [14]; some employ path protectiorprotect against both single link and node failures. However,
[14]; and some others utilize redundant tree [8] or “dual” treeto do so it requires node-disjoint dual-tree which has stronger
[4]. Fig. 1 gives an illustration of four main pre-planned mul- requirement on the connectivity of the graph than link-disjoint
ticast fault-tolerance schemes. In the figuseis the source dual-tree. Itis also worth pointing out that, compared with link
node, and shaded nodes are destinations. Solid thick lines repad path protection approaches, dual-tree scheme does not re-
resent links used in the primary tree and dashed lines represeaqutire per-link or per-path fault-tolerance management.

) ) ) Fig. 1(d) shows a simple example of redundant tree protec-
2Although MPLS is a natural match for our approach, it could be imple-,. h A node-disioint redundant t . ted t
mented by other mechanisms. In the Internet at large, it could be implementé&on sc eme' no e.' ISJO.II’I re un_ anttree Is created to pro-
by packet encapsulation and the existing multicast routing algorithms [6].  tect any link/node failure in the primary tree. [8] proposed

[4] propose a “dual

Il. BACKGROUND AND RELATED WORK

A. Pre-planned Restoration for Multicast



(c) dual tree protection (d) redundant tree protection

— primary tree — — — — backup path — — — > activated path

Fig. 1. lllustration of four main pre-planned multicast fault-tolerance schemes. (a) link protection; (b) path protection; (c) dual-tree protection; (d) redundant tree
protection.

algorithms to create redundant trees for pre-planned recovefgr individual links, paths, or trees too. Thus when there are a
in arbitrary vertex-redundant or edge-redundant graphs. In [8]arge number of simultaneous groups in the network, the cost
the proposed algorithm can compute two trees in such a faslof restoration becomes high since this includes backup route
ion that the elimination of any vertex (edge) in the graph leavesomputation cost and recovery overhead (introduced by mes-
each destination vertex to the source by at least one of the diage exchange during backup route activation). For link and
rected tree. Note that redundant tree protection scheme caath protection schemes, the case is even worse, since in a
protect more than one failure, however, it does require morgroup, the backup routes of each links or paths are computed
connectivity of the network graph than dual-tree and link/pathand maintained individually. This scalability issue is one of the
protection schemes. main concerns of this work.

Table | gives a high-level comparison of the four main pro-
tection schemes we discussed above. In paper [4], Fei & BestEffortversus MPLS Fault-Tolerance
al. conducted a performance comparison in terms of failure Following the best-effort mentality, the Internet typically
restoration time and tree cost increase after failure restoratiog||ows on-demand approach to failure recovery. The restora-
between link/path protections and dual-tree scheme. The Sifgpyn is achieved through routing table update. Pre-planned
ulated results in random network graphs show that dual-tregstoration involves setting up backup paths and activating
scheme performs better than other schemes. backup paths when a failure is detected, however, inherently,
Qualitative comparison of overhead.Methods that require  IP network does not provide mechanisms to support these pro-
per link or per path protection incur a high overhead and willcedures efficiently. Then, a natural question arises: how can
not scale easily to large networks or many groups. In Tableve provide pre-planned multicast fault-tolerance in the Inter-
I, one can notice that, for fault tolerance management, all theet? The concept of virtual circuit packet switching with IP
above pre-planned schemes we have discussed are at least pa$ appeared as the answer.
group based. In other words, they compute backup routes for Virtual circuit packet switching technologies that have been
links, paths, or trees for each individual groups. When netused in the Internet backbone are Asynchronous Transfer
work failure is detected, the backup routes need to be activatddode (ATM) [1], and, more recently, Multiple Protocol La-



TABLE |
A COMPARISON OFPRE-PLANNED MULTICAST FAULT-TOLERANCE SCHEMES

| Scheme Name | #. of Failures to Protect Network Connectivity RequirementFault Tolerance Managemerit
Link Protection single link failure no strong requirement per-link per group
Path Protection single link failure no strong requirement per-path per groug
Dual-tree Protection single link/node failure bi-connected graph per group
Redundant-tree Protectionmultiple link/node failures vertex/edge-redundant graph per group

bel Switching (MPLS) [13]. ATM is a technology which was Multicast Groups Aggregated Trees

standardized in the late 1980s. However, sending IP traffic over ~ G Members TID  Tree Links

ATM proves to be very complex. On the other hand, MPLS, g ADE— = T, ABBCBECD

. . . - /
compared with ATM, has been devised specifically to inter- g A D~E/
AE

face better with IP. Thus, more and more Internet backbones &
employ MPLS technology.

MPLS combines the advantages of datagram packet switch- T, "
ing and virtual circuit switching. In an MPLS domain, when
a stream of data traverses a common path, a Label Switched
Path (LSP) can be established using MPLS signaling proto-
cols. Atthe ingress Label Switch Router (LSR), each IP packet (g[y/;, ) &
is assigned a label (by inserting a “shim” MPLS header) and is o (gr2,8)
transmitted downstream. At each LSR along the LSP, the label
is used to forward the packet to the next hop. At the egress
LSR, each packet pops out the label, and continues to be dis-
tributed into IP networks. To deliver multicast traffic, MPLS A aggregated Multicast
trees (that is, “labelled” multicast trees) need to be established. . ) i ) i
MPLS trees can be either mapped directly from level 3, namely Adgregated multicast is targeted as an intra-domain multi-

IP level [10], or established by explicit routing [£1] cast provisioning mechanism. The key idea is to “force” sev-

MPLS multicast fault-tolerance has also attracted much atgral multicast groups to share a single distribution tree. Data

tention recently. A seminal project, called MPLS Multicast p‘.”‘c"‘?ts from differentgroups are multiplexed on the same dis-
Fast Reroute, has been conducted in the Multimedia Networl&'tlj,:’tlon ttrfei’nvmlcrr]n\i,\cljijlrefefrtao ?g;e?st?h:riewp\saamrye_
Group, University of Virginia [12]. The pre-planned scheme>Y t oute Sdt ke i teo | € network, ¢ ;t € Th € h
used in this project can be categorized into link-protection apitgiirr?ar;li ? m?mggf ;‘iégg ):‘(E)f\r/v?l?gr:ev?/z (raleerde; m;i?\,tair?re
proaches, while the backup path selection algorithm is differ- ’

ent from previous link-protection schemes. For a protected IinI?ta_;ﬁ m“ the cc.)re“neftwork. tot h tthei d
(assuming bidirectional), a backup path is chosen among the € ‘mapping’ orgroups to trees happens at In€ Ingress an

shortest paths between any two nodes on the multicast tree ggress routers. The data packets of each group are labelled or

that the number of group members dropped upon the link 1Ea”_encapsulated so that they will travel on the same tree. MPLS

ure is minimized. A protocol extending (unicast) MPLS fastlends itself naturally to this task. The edge routers of the net-
reroute [7] is also designed and implemented work need to maintain sufficient information to multiplex and

. . . . . -multiplex gr nd from r rees. Fig. 2 illus-
Due to employing virtual circuit switching techniques de-multiplex groups to and from aggregated trees. Fig us

. . . . ' trates the basic idea of aggregated multicast. Multicast groups
MPLS facilitates rerouting significantly. For this reason, Wego,91 andg, use the same tree. Nodes A, E, and D connect

show how we would develop our architecture in network envi-
to members of groupy andg;. Groupgs has group members
ronments that support MPLS. grotipo andy Pg2 Nas group

only at nodes A and E, byt packets reach node D inevitably.
The group-to-tree matching problem hides several sub-

tleties. How do we match a group to a tree? A group specifies

Considering our design goals (that is, scalability, efficiency@ St of member nodes, and these nodes must be reached by the

and fast recovery) for fault-tolerant multicast, we are inspired'€®- In this case, we say that the teeersthe group. Fur-
by the idea of aggregated multicast [5]. We first briefly presenf€rmore, a match is callgeerfect for a group, if all the tree

the concept of aggregated multicast, and then high-light how #£@Ves correspond to group members. In the previous example,
facilitates multicast fault-tolerance. groupgy andg, are perfect matches for the tree they use. In

contrast, a match is callddaky, if there are leaves of the tree

3Note that, later in this article, AMFM is illustrated with explicit MPLS that. do not have group members. Grogpis a leaky match
multicast routing. for its current aggregated tree. Clearly, a leaky match wastes

D
X % gl)Groups 2,858, share'one
aggregated tree Tj. Tjjis a

perfect match for g and g .
But it is a leaky match for g,

Fig. 2. lllustration of aggregated multicast

IIl. KEY CONCEPTS OFOUR APPROACH



bandwidth by delivering unwanted packets to some parts of thA. Implementing AMFM

network, towgrds nng Dinour examp_lg. The advantage of the Let us take a closer look at the entities and functions of our
leaky match is that it increases our ability to aggregate 9roupPs heme

With leaky matches, we can trade off bandwidth utilization for :

higher aggregation. We introduce a logical entity, calleédee managerwhich is

, , .. responsible for mapping groups to aggregated trees, managing
To control this trade off, we define a threshold of bandwidthy, o 5 gregate trees and their backups. The tree manager needs
waste Fhat any group is allowed to cause. More spemﬂcall% have information of the network topology, the group mem-
we define thebandwidth waste threshold(denoted abtfor o ohin the aggregate trees, backup trees, group-tree matching
shqrt) as the ratio of the ad_dmonal bandwidth that the ag99'€gmple, and backup mapping table. Note two important things.
gation uses over the bandwidth that the group would have usq€js; 'the tree manager needs to keep information only for the

without the aggregation. groups and trees it manages. Second, it can be implemented
. N in either centralized or a distributed way [5]. For simplicity of
B. How Aggregated Multicast Facilitates Fault-Tolerance  presentation, we can think of the tree manager as a single node.

Aggregated multicast reduces the number of trees we need Thg tree manager provides the following functio_ns that we
to set up and maintain in the core of the network: the num-co_nSIder as separate modules: group—tree_matchlng, routing,
ber of aggregated trees is significantly less than the number &lUre recovery, and policy control. The routing module peers
multicast groups. As a result, the backup tree computation ith r(_)uters to.obtam the.topology mformapon of the network
and maintenance cost is greatly reduced. In addition, there omain, and 1S responsible for estabhs_hmg new aggregated
less communication overhead associated with a failure, sind&eeS: cgmputlng _tl_’ﬁCk‘Jp trees, and teﬁrlng dO\(/jvnI obsolethe ag-
the recovery is related to the number of aggregated trees rath%rreg_ate trees. € group-treg matc_m_g module maiches a
than individual multicast groups. Note that the aggregate&“umcaSt group to the appropriate emstmg tree or rgquests
multicast reduces the required routing state in the core routefs n_evk\]/. tree. Theffallurefrgicgvery modgle II<S respon_T_lrt])Ie folr
of the network, which makes the packet lookup faster. AnothepW!t€hing groups from afailed tree to a backup tree. The pol-

big advantage is that we map groups to trees on a tempora contrpl _module enforces aplditional policy issues SU(.:h as
basis, with explicit mapping at the ingress and egress poin all admission, and QoS considerations. Due to space limita-

of the network. Once a failure occurs, the affected groups arko": this article will focus on the routing, group-tree matching,
’ d failure recovery modules for AMFM.

re-mapped to their backup trees, and this re-mapping can . o . . .
done very quickly and efficiently since we only need to change B€fore explaining design issues in more detail, we provide

the mapping entries at the edge of the network. The bottorfi" overview of the AMFM scheme. An illustration is depicted
line is that the aggregated multicast improves the scalabilit)),n Fig. 3, where A, D, and E are edge routers, and B, C, F, G

efficiency, and latency of the failure recovery. and H are core routers.

Our proposed architecture AMFM employs the concept ofm I: dFlag.rosu(?e);sg,lb\\/eE Zr?gvé r(';ljslgsr?ﬁ"ci’;grzlfsvtﬁt‘ srgﬁ:zze; dE
aggregated multicast. Aggregated multicast was initially de- d g are the re(:,ei\}ers) AMEM callsgthe group-tree r’natch-

signed as a state-reduction scheme, but here, itbecomesapow- dule of the t d tries to find tch with
erful tool to facilitate fault-tolerance. ing module of Ine free manager and tries 10 find a match wi

an established aggregated tree. If no such tree exists, the tree
manager computes a new multicast tree according to member-
ship through the routing module. At the same time, it computes

We present in more detail the architecture of Aggregate@ Packup tree of the new multicast tree and inserts it into the
MPLS-based Fault-Tolerant Multicast or AMFM. AMFM tar- backup tree table. Fig. 3(a) shows that after the tree manager is
gets multicast provisioning in a single MPLS-enabled do-consulted, a primary tree for groyps computed (with links of
main, particularly backbone domains. MPLS is the mechanisrf-B. B-E, B-C, C-D, which are marked with thick lines) and a

which enables us to “multiplex” packets of different groups onPackup tree is computed (with links of A-F, F-G, G-D, A-H, H-
the same aggregated tree. E, which are marked as thin lines). Once a new multicast tree is

In a nutshell, AMFM maintains MPLS aggregated trees and:omputed, the corresponding MPLS tree is established through
a Label Distribution Protocol (LDP). After a multicast tree is

their corresponding backup trees. A multicast group is as

signed to an aggregated tree after examining how well the trefgun%_or established, the r;[_ree _rr:canage_r dlstrlrl;)utez the corre-
matches the group. For each aggregated tree, a backup treésigt)n ing group-tree matching information to the edge routers

computed in case of failure. The backup tree has no comma® (e ree, as is iIIu.strate_d in Fig. 3(b). Then data transmis-

edges with the primary trée If the primary tree fails, all its slon can be started: the ingress edge routers encapsulate the

groups are switched to the backup tree group packets that arrive, and the egress edge routers decapsu-
' late the packets that leave the network appropriately (as shown

) ) . in Fig. 3(c)). When a failure occurs (link B-C is down in the
4Depending on the network, we can not always find edge disjoint trees. In

such cases, we compromise and choose the tree that has the least numbeﬁgﬁmple of Fig. 3(d)), the tree manager first de.teclts which ag-
common edges with the primary tree. gregated trees are affected (the primary tree with links of A-B,

IV. STRUCTURE AND FUNCTIONS OFAMFM



B-E, B-C, and C-D has fault), and then it invokes the failure retolerance scheme, such as the algorithm described in [8]. How-

covery module which activates the corresponding backup treesver, this redundant tree algorithm results in unidirectional

(the backup tree with links of A-F, F-G, G-D, A-H and H-E in trees upon a link or vertex failure. A simple way to compute

our example) and switches the affected groypm(the backup a bidirectional backup tree is to use existing multicast routing

trees. algorithms to find a new tree based on the members (that is,
AMFM and Network Information. AMFM is a fault-  source and destination nodes) of the primary tree, while avoid-

tolerance scheme that attempts to optimize resource utilizatiang the links of the primary aggregated tree, if possible.

and reliability. Note that AMFM is not a routing or monitoring

protocol. AMFM interacts with the existing protocols of the A.3 Group-Tree Matching Algorithm

the membership information, and any available statistical inneeds to maintain tables for establishing aggregated trees, ac-
formation on utilization and performance. The more accurat@ye multicast groups, and group-tree matching entries.

information a network can provide, the better AMFM can per-  Fijrst we introduce some notation. Let us denotelahe
form. Let us re-iterate that AMFM targets the networks whichgygjlaple multicast routing algorithm. Given a graggthe al-

are managed to obtain such information in order to OptimiZ%orithmAwould compute a tree that we denoteBy(g). Us-
resource utilization. ing AMFM, the groupg may be routed on the aggregated tree
_Depending on the nature of the network, AMFM can haver ;). As mentioned in the introduction of aggregated multi-
different levels of information. For example, in a link state cast jtis possible that(g) does not have a perfect match with
network, the tree manager has the view of the whole topolgroupg, which means that some of the leaf nodeg'¢#) are
ogy and its capabilities are increased. In addition, group menhot member nodes af, and then packets reach some destina-
bership can be sent directly to the tree manager or be piggjons that are not interested in receiving them. Recall that
backed on link-state packets if unicast routing uses a link statg the bandwidth overhead threshold, whose value is set by the
approach. Naturally, if we can not collect the necessary inforpetwork manager. We will denote asst(T), the cost of the

mation, AMFM may operate sub-optimally or not at all. treeT in terms of bandwidth.
tions of AMFM. group-tree matching module, which does the following. If it

. . can find an aggregated tree that can support the new gviblp

A.1 Multicast Routing lessbandwidth waste than the threshold, it will use this tree.

The routing module can employ the available multicast routdf there are multiple such trees, it will pick the one with the
ing algorithms to compute an aggregated MPLS tree. Thisninimum bandwidth overhead. If no such tree can be found, a
can be done pro-actively, or in response to a new multicastew aggregated tree is established for the new group.
group which cannot be supported by an existing aggregated In more detail, the process of finding a new tree has the fol-
tree. AMFM can use almost any multicast routing algorithm,lowing steps.
such as shortest path tree algorithm (as in MOSPF [9]) and(1) Compute a multicast tréE, (g) for g (without consider-
core-based tree algorithm (as in CBT [2] or PIM-SM [3]). ing aggregation) and calculate its cost;
AMFM can be based on either unidirectional or bidirectional (2) For each established aggregated ffedaf T' coversg,
trees. However, we find that bidirectional trees are a bettetompute the bandwidth overhead. If the bandwidth overhead is
choice, since this way we can support groups where all reless than given threshold, that is;- cost(T") /cost(Ta(g)) <
ceivers can be senders as well for applications such as tel&t, then tre€l’ is considered as a candidate to coyer
conferencing. This can help reduce the number of required(3) Among all candidate trees, choose the one with minimum
aggregate trees: the same tree can support groups that have le@dwidth overhead;,, and use it covey;
same members even if in each group the source is different. By(4) If no candidate tree is found in step (2), useThég) tree
contrast, in unidirectional trees, a group and an aggregate trée coverg.
must match in both the members and the source, i.e., in the di-
rection in which the information will flow. It should be noted A.4 Failure Recovery

that no fu_II—erdged multicast routing protocols are needed in \when a failure occurs, the tree manager invokes the failure
AMFM, since a new aggregated tree is computed first in theecovery module, which first detects which aggregated trees
routing module, then an explicit MPLS multicast routing pro- are affected. The recovery module retrieves the backup trees
tocol is used to establish the corresponding MPLS tree (as wilsf the failed trees, and switches the related multicast groups
be detailed more in MPLS tree management section). to the backup trees. Note that this tree-switching can be done
very quickly and efficiently since we only need to change the
group-tree matching entries at the edge of the network.

Once a new aggregated tree is computed and established, theThe tree manager can detect the failure in different ways
tree manager computes a backup tree in the routing moduldepending on the network. First, the tree manager can coop-
The backup tree computation can use any redundant tree fauttrate with any available network monitoring facilities which

A.2 Backup Tree Computation
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Fig. 3. The overview of AMFM: (a) Membership collection; (b) Group-tree matching entry distribution; (c) Multicast packets transmission on aggregated tree;
(d) Failure recovery.

most commercial networks have. Second, it can actively odistributes them to the corresponding routers directly. In this
passively monitor the network itself. Third, it can consult theapproach, the label space for aggregated bi-directional multi-
edge routers and use tools such as Real-Time Control Protocoést trees should be separated from the space for other type
(RTCP) to monitor the health of the multicast tree within itsof labels (e.g. unicast paths), because all the labels associated
network. with different FECs (Forwarding Equivalency Classes) should
The backup trees can exist in two ways: they can be ede unique among all the interfaces in the entire LSR (Label
tablished (by explicit MPLS routing protocol) or they can just Switch Router). In addition, the tree manager has to keep all
be computed. If they are established, the routers have the réhe assigned labels for existing aggregated bi-directional mul-
lated entries in their routing tables. This way, when the failurdicast trees. After a multicast tree is established, the tree man-
occurs we only need to switch the labelling of the incomingager needs to update the labelling database for all related label
packets at the edge routers. This, however, means that routéwitching edge routers.
maintain the extra routing state even when the tree is not used. Alternatively, we could use a distributed approach. We can
Alternatively, the backup trees may have been computed at trextend the existing unidirectional MPLS tree setup schemes
tree manager, but they are set up only (after tree switching igl1]: root-initiated or leaf-initiated. A bi-directional tree can
conducted) when the failure occurs. This introduces some dée viewed as a combination afunidirectional trees, where

lay in the recovery. is the number of the leaf routers in the bi-directional tree. Each
unidirectional tree has a leaf router of the bi-directional tree as
A5 MPLS Tree Management its “root”. Since the whole bi-directional tree is available, it is

not difficult to create unidirectional tree objects. Thus, the tree

After a new multicast tree is computed, its correspondingnanager can send theunidirectional tree objects to the cor-
MPLS tree needs to be established. As we mentioned earligksponding “root” routers. Then each “root” router uses root-
AMFM uses explicit MPLS routing. In the literature, there initiated unidirectional MPLS tree setup approach. Same as in
exist solutions to distribute labels for multicast trees, such agentralized method, each edge router should be configured as
[11]. However, this protocol is designed for unidirectional tree.an ingress/egress LSR. The leaf-initiated approach can be used
Note that AMFM suggests bidirectional trees. Thus, we needimilarly. More details about the root-initiated approach and
to design a new MPLS routing protocol, that is, an LDP (Labelhe leaf-initiated approach can be found in [11].
Distribution Protocol) for establishing bidirectional multicast  Tearing down aggregated treesWhen an MPLS tree be-
trees. comes obsolete, the tree manager will tear it down. Depend-

MPLS tree setup. We have two kinds of solutions for bi- ing on what kind of approach is used for MPLS tree setup,
directional MPLS tree setup: one is centralized, and the othéhe tree manager sends label withdraw messages to all the
is distributed. In the centralized solution, the tree manager gerin-tree routers of the aggregated multicast tree if the central-
erates all the MPLS labels for the bi-directional tree and thetized approach is employed; or, if we adopt the distributed ap-



proach, the tree manager only notifies the leaf routers of thand groups’ life time has an exponential distribution with aver-
bi-directional multicast tree, and each leaf router invokes atee&gg/z‘l. Then, at steady state, the average number of groups

down procedure. is N = A\/u. In our simulation experiments, we fix the group
average life time a$00s, and change the group arrival rate in
V. PERFORMANCESTUDY order to get different number of groups. We run the simula-

We conduct a series of experiments to study the performanég)ns for1000s, and co.IIect performa_nce data after stegdy state
of AMFM. We examine to what extent the performance of mul-iS réached (aftet00s in our scenario). In our experiments,
ticast fault tolerance is improved in terms of computational andue to the connectivity of the target network, backup trees (for
maintenance cost and recovery overhead. both AMFM and R-MPLS) are edge-redundant trees instead

In our experiments, we compare AMFM to MPLS multicast of node-redundant tree to th_e primary trees. V_\/hgn we measure
with redundant tree (which will be referred to redundant tredRORR, we generate link failures uniformly distributed in the
MPLS multicast, orR-MPLS for short). In R-MPLS, each Setof network links.
group is routed on a separate MPLS multicast tree, and each _
tree has its own redundant tree as a backup. This is a vefyr EXperiments and Results
straightforward way to do fault-tolerance for MPLS multicast, |n our experiments, we vary the bandwidth waste threshold
which we use as a reference point. Note that we use the sangenoted abt) from 0 to 0.3 for AMFM. In each network sce-
multicast routing algorithm and backup tree computation apnario, i.e., R-MPLS or AMFM with different bandwidth waste
proach for R-MPLS and AMFM in order to make the compar-threshold, we change the average number of multicast groups
ison fair. We define the following two metrics. and measure the proposed two metrics: BTRR and RORR.

Backup-Tree Reduction Ratio (BTRR) The backup tree  AMFM reduces significantly the number of backup
computational and maintenance cost can be measured by tfiges. Fig. 4 shows the results for BTRR (Backup Tree Reduc-
number of backup trees. Hence, we define BTRR as follows:tion Ratio) vs the average number of concurrent active groups.
# of multicast trees of AMFM For all the curves in Fig. 4, we can see that the backup tree re-
4 of multicast trees of R-MPLS’ (@ duction ratio increases when the number of groups grows: the

more groups become active, the more backup tree reduction

Recovery Overhead Reduction Ratio (RORRThe num-  Wé expect. For example, for the curve with bandwidth waste
ber of recovery messages (we count a backup tree activatidiresholdotaso, when the number of groups grows fraio0
message traversed on one link as one recovery message) 2000, the backup tree reduction ratio is increased ffof
measurement of failure recovery overhead. Then, RORR i 0-15. This agrees with our intuition: as more groups are

BTRR=1—

defined as follows: pumped into the network, more groups can share one aggre-
gated tree, and thus smaller number of aggregated trees are

RORR — 1 7-0f recovery messages of AMFM =, needed, and correspondingly, smaller number of backup trees

# of recovery messages of R-MPLS are computed. From Fig. 4, we also observe that, when the

bandwidth waste thresholat is increased, more backup tree

It should be noted that state reduction is another importarfeduction is achieved, as verifies that the trade-off between the
feature of AMFM, since the routing state in the core routersyain of aggregated multicast and the bandwidth waste: when
of the network is reduced, as in turn makes the packet |OOkUWe are W||||ng to waste more bandwidth, we can have more ag-
faster. State reduction is already studied in our previous worlyregation (i.e., more groups share one aggregated tree, and thus
[5], thus we omit the results of state reduction in this article. much smaller number of aggregated trees and backup trees
need to be computed and maintained). In AMFM, even a very
small amount of bandwidth waste, say,= 0.05, can result

In our simulations, we use a network abstracted from a rednh very high backup tree reduction rati®.65 when there are
network topology, the Abilene backbone, which is one of the3000 groups.
core networks of Internet-2. This abstracted network Has AMFM reduces significantly the recovery overhead Fig.
core routers, and each is attached to an edge router. 5 plots the results for RORR (Recovery Overhead Reduction

In the target network, we assign nodes with differentRatio) vs the average number of concurrent active groups. Itis
weights, which represent their probabilities to participate in thénteresting to notice that this figure looks very similar to Fig.
multicast group. Core routers are assigned weighince they 4. At first, this seems surprising, since the metrics refer to
will not be members for any multicast group. Any other edgedifferent quantities. However, this can be explained, since this
router is assigned a weight2 to 0.8 according to the real-time metric is closely related to the number of backup trees: the
traffic on its links connected to the corresponding core routersiumber of links traversed by recovery messages is proportional
The rationale behind this is, for a node, more traffic mean$o the number of backup trees times the average number of
more participation in the network communication, it has highemnodes in a tree.
probability to join a multicast group. We also assume multicast In summary, our experiments have shown that AMFM can
group requests arrive as a Poisson process with arrivahrate improve the performance of multicast fault tolerance signif-

A. Simulation Environment



[ i ceptable level of traffic on a tree. This can be added as an
DY S S AU SUUSUURRE USRS 1t S additional filter in selecting trees for a given groapgroup is
5 T ‘ ‘ ] ] matched to a tree only if the expected group load does not ex-
) B T S —_ ceed the capabilities of the treEurthermore, given the choice,
; 1 1 ‘ ‘ we can assign the new group to the least congested of the can-
g 08 [ AMEM B didate trees.
5 : : it B R : QoS aware tree selection.Assuming information on the

//f tree and application, we can pick trees in a way that conforms

i i i ; ; ; to QoS requirements. These requirements can reflect band-
o0 O rags nomoo of conouton auive g s00e width, loss expectations and end-to-end performance metrics
such as end-to-end delay. Based on the information of QoS
Sequirement of the group and resource utilization in the net-

work, group-tree matching algorithm can be devised to select

Fig. 4. Backup Tree Reduction Ratio (BTRR) vs average number of group
bt denotes bandwidth waste threshold.

N s e ' a optimal tree for the group.

g ’ | [ S R ;

- I e S VII. CONCLUSIONS

“f S O SN A S ] In this article, we provide an overview of the most promi-

8 1 3 : : 1 1 nent schemes for fault-tolerant multicasting. We identify the

B oa o ;M/;mfmv:gf;g e weaknesses of the previous schemes and propose a novel archi-

& ‘ ‘ A 82 5 : tecture, AMFM, for efficient and fast fault-tolerant multicast

m L S S S—— provisioning. The idea is based on the aggregated multicast
4/%//% concept and it is naturally suited for an MPLS environment.
%00 00 e nommy of concures i aroups. 3000 In AMFM, we separate the concept of the tree from the mul-

ticast group: the tree becomes a routing abstraction, while the

Fig. 5. Recovery Overhead Reduction Ratio (RORR) vs average number ghylticast group is a communication abstraction. Groups are
groups:bt denotes bandwidth waste threshold mapped to trees on a temporary basis and with an explicit map-
ping at the ingress and egress points of the network. In case of

icantly in terms of computational and maintenance cost anfPuting failures, the group is re-mapped to a new tree. This
recovery overhead (measured by the proposed two metrics af@rMmapping can be done quickly and efficiently, since we ba-
state reduction as is studied in our earlier work). In addition, £ically need to change the mapping at the boundaries of the
trade-off between the gain and overhead is also demonstratgegtwork. In addition, we can map multiple groups to one tree,
which can be one of the important policy concerns of AMFMWhich reduces the required routing state inside the network,
network manager. and also reduces the number of backup trees needed to set up
and maintain.
VI. DISCUSSION Using simulations, we see that AMFM reduces the protec-
We discuss how we can extend AMFM to support QoS ancﬁion cost and recovery overhead significantly, and it scales well
to large numbers of groups. We observe that a small amount

perform load balancing. So far, we have made the implicit as s ; o
sumption that aggregating as many trees as possible is god ‘wasted bandwidth in leaky matching can lead to significant

In other words, we do not consider issues arising from treed@ins in reduction of multicasting overhead. In oursimulatiqns
overloading. Our scheme can easily be extended to incorpé)—n a real topology, we observg th_at 10% of wasted bandwidth
rate multiple QoS and load balancing criteria in the group-tre&2" leadto alm_ost 80% reduction in the number of backup trees
matching. we need to malntaln. .
Tree capacity and application requirements. If we as- . In cqn_clusmn, the proposed approach shows grea_t promise
sume that we know the tree capacity and the traffic profile o providing fast and scalable fault-tolerance_ for multicasting.
the multicast group, we can do more performance aware rouFurtherr_nore, our approach has the potential to bec_;ome the
ing. The tree capacity or the tree bottleneck can be obtaine(‘i’undatIon for a scalable mu_ltlcast management archltecture.
from interaction with the routing protocol and routing database For the future, we want to integrate QoS and load balancing

or it can be estimated with monitoring and probing methods considerations in our fault-tolerance scheme to provide a com-
Load balancing. By aggregating the groups on the Sam'eprehensive tree management architecture. We believe that such

n architecture will be necessary to meet the requirements of

tree, we minimize the routing state, but we overload the link , o
ture networks for high performance and reliability.

of the tree. The simplest solution to this issue is to have al
upper bound on the number of groups that can share a tree.
However, this does not consider the possibly different traffic

The ATM forum. http://www.atmforum.com/

. X o 11]
intensity of each group. !f we have tre_e_and group SDECIfI%Q] A. Ballardie. Core Based Trees (CBT version 2) multicast routing: pro-
information we can make intelligent decisions to reach an ac-  tocol specification]|ETF RFC 2189 Sept. 1997.
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