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Abstract— Overlay multicast protocol builds a virtual mesh
spanning all member nodes of a multicast group. It employs stan-
dard unicast routing and forwarding to fulfill multicast functional-
ity. The advantages of this approach are robustness and low over-
head. However, efficiency is an issue since the generated multicast
trees are normally not optimized in terms of total link cost and
data delivery delay. In this paper, we propose an efficient over-
lay multicast protocol to tackle this problem in MANET environ-
ment. The virtual topology gradually adapts to the changes in un-
derlying network topology in a fully distributed manner. A novel
Source-Based Steiner tree algorithm is proposed for constructing
the multicast tree. The multicast tree is progressively adjusted ac-
cording to the latest local topology information. Simulations are
conducted to evaluate the tree quality. The results show that our
approach solves the efficiency problem effectively.

Index Terms—MANET, Overlay Multicast, Stateless Multicast,
Virtual Topology, Source-Based Steiner Tree Algorithm

I. INTRODUCTION AND BACKGROUND

MOBILE Ad Hoc Network (MANET) [1] refer to a form
of infrastructureless network connecting mobile devices

with wireless communication capability. Each node behaves as
a router as well as an end host, so that the connection between
any two nodes is a multi-hop path supported by other nodes.
For typical applications, MANET is used to support close col-
laboration among team members. Thus, multicast support is
critical and a desirable feature of ad hoc networks.

Multicasting in MANET faces many challenges due to the
continuous changes in network topology and limited channel
bandwidth. Thus conventional multicast schemes designed for
wire-line networks cannot directly apply. Many multicast rout-
ing protocols have been proposed for MANET [2], [3], [4], [5],
[6], [7]. For these protocols, robustness and high overhead are
key problems. They maintain state information at all involved
nodes, both member nodes and non-member nodes that act as
routers for supporting the multicast session. This widespread
maintenance of state information lowers the robustness due to
node mobility. If the routing topology involves some fast mov-
ing nodes, even though they are not member nodes, the multi-
cast session is hampered. Further, the state information in the
involved nodes should be updated when members join or leave
the group. This is another burden on all the involved nodes.
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Fig. 1. Concept of virtual topology for overlay multicast.

Overlay multicast [8], [9], [10] is proposed as an alternative
approach for providing multicast services in the Internet. A vir-
tual infrastructure is built to form an overlay network on top of
the physical Internet. Each link in the virtual infrastructure is a
unicast tunnel in the physical network. IP layer implements a
minimal functionality – a best-effort unicast datagram service,
while the overlay network implements multicast functionalities
such as dynamic membership maintenance, packet duplication
and multicast routing. AMRoute[11] is an ad hoc multicast pro-
tocol that uses the overlay multicast approach. Bidirectional
unicast tunnels are used to connect the multicast group mem-
bers into a virtual mesh. After the mesh creation phase, a shared
tree for data delivery purpose is created and maintained within
the mesh. One member node is designated as the logical core,
which is responsible for initiating the tree creation process pe-
riodically. Figure 1 illustrates the concept of virtual mesh and
the shared tree built within the mesh.

The virtual topology can remain static even though the under-
lying physical topology is changing. Moreover, it needs no sup-
port from the non-member nodes, i.e. all multicast functionality
and state information are kept within the group member nodes.
This complies to the “stateless” architectural principle for net-
work protocols. Other advantages are simplicity and flexibility.
The protocol does not need to track the network mobility since
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Fig. 2. Efficiency of overlay multicast.

it is totally handled by the underlying unicast protocols. Un-
like some other multicast schemes, AMRoute protocol has no
special requirements imposed on the unicast protocol. Thus, it
can operate seamlessly on multiple domains that use different
unicast routing protocols.

The rest of the paper is organized as follows. In Section II,
we describe the efficiency problem of overlay multicast. In Sec-
tion III, we present our multicast protocol in detail, aiming at
solving this efficiency problem. In Section IV, we present the
numerical results of simulation studies. The related work are
discussed in Section V. Finally, the concluding remarks are
presented in Section VI.

II. EFFICIENCY PROBLEM OF OVERLAY MULTICAST

The advantages of overlay multicast come at the cost of low
efficiency of packet delivery and long delay. When constructing
the virtual infrastructure, it is very hard to prevent different uni-
cast tunnels from sharing physical links, which results in redun-
dant traffic on the physical links. Figure 2 illustrates an example
case where the static virtual topology could cause excessive re-
dundancy. Figure 2(a) depicts an initial setup of both virtual
topology and physical topology. Node A is the source node.
The virtual topology can serve as a multicast routing tree for
data delivery. The dashed lines in the physical topology are uni-
cast tunnels corresponding to the virtual topology. As the nodes
move, unicast routing protocol will form different tunnels for
the same virtual topology, which is shown in Figure 2(b). As we
can see, 9 physical links are used for the virtual topology. Phys-
ical links B-5 and 5-C are redundantly included. Figure 2(c)
shows the adapted virtual topology and its corresponding tun-
nels, which only requires 7 physical links. Initially, nodes C and
D have higher hop distance and the virtual link C-D is not in-
cluded in the virtual topology. However, with the movement of
network nodes, the hop distance between C and D reduces sig-
nificantly. With static virtual topology, the virtual link C-D can

never be utilized, resulting in high redundancy. AMRoute[11]
periodically rebuilds the shared routing tree in order to account
for the node mobility. However, it still gets into the inefficient
situation show in Figure 2(b) because the shared tree is always
built using the static virtual mesh. To tackle this problem, we
propose an overlay multicast scheme that constantly optimizes
the quality of generated multicast trees. It eliminates redundant
physical links, so that the overall bandwidth consumption of the
multicast session is reduced.

III. PROTOCOL DESCRIPTION

Our proposed protocol for overlay multicast is called Pro-
gressively Adapted Sub-Tree in Dynamic Mesh(PAST-DM).
The virtual mesh topology gradually adapts to the changes of
underlying network topology in a fully distributed manner with
minimum control cost. The multicast tree for packet delivery is
also progressively adjusted according to the current topology.
Exploiting the advantages of overlay multicast approach, the
join and leave operations can be simple and robust.

A. Dynamic Virtual Mesh by Link State Exchange

A multicast session begins with the construction of a virtual
mesh connecting all group members. Each member node starts
a neighbor discovery process using the expanded ring search
(ERS) technique [12]. Group REQ message is used for this
purpose. The maximum radius of the ring should be limited to
a very small value. This is justified by the simulation results.
For a group of 20 nodes randomly chosen from a network of
100 nodes, the average hop length of the virtual links on the
multicast tree is 3.8. When node I receives a Group REQ mes-
sage from node J, it records node J as its neighbor in the vir-
tual mesh, along with the hop distance to reach node J. Node I
then sends back a Group REP message to J, so that node J will
record the same. The maximum degree of the virtual topology



is controlled. When the number of virtual neighbors of a node
reaches the upper limit, the node will stop the neighbor discov-
ery process. For a singular remote member node, it is possible
that the radius of the search ring reaches the upper limit while
no neighbor has been found yet. In this case, a special flooding
technique is needed.

Each member node keeps track of other members in its vicin-
ity. This can be done by an query to its route table maintained
by unicast protocol, or by a periodic neighbor discovery op-
eration. Each node records its virtual neighbors as its virtual
link state. PAST-DM makes each member node maintain the
topology map of the virtual mesh. This is done by the link state
exchange technique, which is used in the Fisheye State Routing
protocol[13] for ad hoc network. At each node, the topology
map is represented as a link state table. The entries are the
link state information of all group nodes obtained from virtual
neighbors. Every node periodically exchanges this link state ta-
ble with its neighbor nodes only(no flooding). Each entry in a
link state table carries a sequence number, and the entry with a
higher sequence number will always replace the one with lower
sequence number. The link state of a node will eventually be
carried to the faraway nodes after several exchanges. Through
the link state tables, each node has a local view of the whole
virtual topology. To avoid a storm of link state exchanges, each
node can make the interval between two consecutive exchanges
as the period plus a small random offset. This will give a more
stable overall network performance.

B. Data Delivery Tree

Compared to shared tree method, source-based tree approach
is more efficient for data delivery. In PAST-DM protocol, each
source constructs its own data delivery tree based on its lo-
cal link state table. No extra overhead of control message is
needed. This is the key difference between PAST-DM method
and other source-based tree protocols. We developed a novel
Source-Based Steiner tree algorithm for the tree computation.
To minimize the total cost of multicast tree, the source needs
to construct a Steiner tree for the virtual mesh. As the local
view of the virtual mesh at the source node is based on its link
state table, the topology information close to the source is more
up-to-date and accurate. It is progressively less accurate as hop
distance increases. Thus, if there is a tie between two virtual
links with the same cost during the tree construction, the one
that is closer to the source node is favored. Specifically, the vir-
tual links adjacent to the source should always be included in
the tree since they are from the most up-to-date link state infor-
mation. To address this property, we propose a Source-Based
Steiner tree algorithm as discussed next.

Let ��������� denote the hop distance from source node s to
node n (regardless of the costs on the links). For a virtual link
(n1,n2), its hop distance to source node is defined as follows.
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Let � ����
!�"���#� be the cost of the virtual link �$�%
������� . We de-
fine the “adapted cost” of the link as its cost multiplied by its
distance to the source.
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Thus, for any link that is adjacent to the source node, its dis-
tance value and adapted cost should both be 0. With each link
using its adapted cost value, we apply the following heuristic
[14] for computing the Steiner tree. With the zero-cost links,
the initial tree can have the source node as root and all neigh-
bors as its first-level children. The partially constructed tree
increments toward the Steiner tree by including the nearest re-
ceiver to it, together with the shortest path connecting them.

By applying the Source-Based Steiner tree algorithm, the
source makes all its neighbors as its children in the multicast
tree and divides the remaining nodes into subgroups. Each sub-
group forms a subtree rooted at one of the first-level children.
The source node does not need to compute the whole multicast
tree. It puts each subgroup into a packet header, combines the
header with a copy of the data packet, and unicasts the packet
to the corresponding child. Each child is then responsible of
further delivering the data packet to all nodes in its subgroup. It
does so by repeating the Source-Based Steiner tree algorithm.
Eventually, the subgroup will become empty, then the process
stops. Or, if the subgroup has only one node, the data packet is
directly unicast to the final receiver.
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Fig. 3. Example of Tree Construction.

Figure 3 shows an example. At the source node S, its receiver
list is

��*�+ )�),) *- � . Figure 3(a) shows its local view of virtual
topology. The Source-Based Steiner tree using adapted costs is
shown in Figure 3(b). S generates two smaller lists:

�
r3 � and�

r4, r5 � . They are included into the header of the packets sent
to r1 and r2 as shown in Figure 3(c).

To reduce the computational complexity, the source node can



cache the recent tree construction result for the incoming data
packets. This cached result can be kept valid until the local
link state table is updated during the next incoming link state
exchange.

C. Join and Leave

Contrary to the complicated join and leave process with con-
ventional “stateful” multicast, overlay multicast supports dy-
namic membership in a simple and robust manner. When a
node intends to join the multicast group, it starts with a nor-
mal neighbor discovery process described in Section III-A. As
multiple groups may co-exist in the network, it needs a group
address in its Group REQ process. As the member nodes of
the intended group respond with Group REP messages, it can
collect its own virtual neighbors and set up its own link state.
As the responding group nodes also include the newcomer as
their neighbor, they will start to exchange link state tables with
the new member. In this way, the join of this new member is
eventually recognized by far away nodes. The new member will
gradually build its own view of the virtual mesh as well.

A new member can start receiving data packets right after
it is recognized by its virtual neighbors, which is well before
the faraway source node recognizes this new member. This is
achieved by an additional data forward function on each child
node on the multicast tree. When a child node has forwarded
the data packet to all nodes in its subgroup, it checks if all its
neighboring receivers are included in the subgroup. An addi-
tional unicast is needed for each missing neighboring receiver.
As a new member may have multiple virtual neighbors, it will
receive multiple copies of the same data packet. It should dis-
card the duplicate ones. However, once the source recognizes
the new member and puts it into the delivery list, it will no
longer receive any more duplicate packets.

To leave the group, a member node needs to unicast a
Group LV message to its current virtual neighbors. The link
state exchange between it and its neighbors will stop. The
neighbors will not deliver the data packet to it even though it
may still appear in the subgroup node list for a while.

IV. PERFORMANCE EVALUATION

A. Simulation Configuration

Our simulation network has 100 mobile nodes randomly
roaming within a 2000m � 750m free space. The radio trans-
mission range of each node is 250 meters. In this geometric
setup, the probability of partition in network topology is rela-
tively small. The average hop distance is 4.4. The longest hop
distance is 11. Each simulation run lasts for 500 simulation
seconds. The movement of each node follows the random way-
point model [15]. Each node remain static at the initial point for
10 seconds, then selects a destination location randomly within
the roaming area and moves straight toward the destination with
a constant speed, which is uniformly distributed over [0, 20]
m/s. After arrival, the node pauses at the location for 10 sec-
onds then moves to another destination, and so on.

For the multicast sessions, we choose the group size to be
5, 10, 20, 30 and 40. With a group size of 40, we see that the

header size of each packet under PAST-DM protocol is compa-
rable to that of DSR protocol. This is because PAST-DM lets
the source node divide the receiver group evenly among its vir-
tual neighbors. Though the size of the first level sub-groups is
much greater than the average hop distance, the sub-groups in
lower levels shrink rapidly as packets reach closer to receivers.

B. Performance Measurements

In this simulation, we measure the following metrics: (a) (rel-
ative) tree cost; and (b) (relative) maximum delay. The cost of
a data delivery tree is the sum of physical hop lengths of all
virtual links of the tree. Maximum delay is the number of phys-
ical hops along the longest path from the source to any of the
receivers on the tree. In order to compare the efficiency of over-
lay multicast method, we compute the optimal tree cost and op-
timal maximum delay at each simulation step. The optimal tree
cost is computed as the overall hops of a Steiner tree built on
the physical topology for the same group of nodes. The optimal
maximum delay is the maximum delay of the Shortest Path Tree
built on the physical topology with the same source node. By
definition, the optimal values are the best we can have based
on existing physical network topology. The relative value of
the metrics are the ratio of measured value over the correspond-
ing optimal value, which represent quality and efficiency of the
generated multicast trees.
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C. Time-line of relative tree cost

Figure 4 shows the time-line of relative tree cost for a multi-
cast group of size 40 under AMRoute and PAST-DM. The pe-
riod of AMRoute tree creation process is 40 simulation seconds.
The period of virtual link state exchange for PAST-DM is also
set to 40 simulation seconds. As shown in the graph, PAST-
DM builds more efficient multicast trees than AMRoute nearly
at all times. During the beginning 20 seconds, the time lines are
intermingled together. This is because the virtual mesh is just
built up by AMRoute. As the mobile nodes have not moved far
from their initial places, the virtual mesh still reflects the under-
lying physical topology. As time elapses, the relative tree cost
of AMRoute increases rapidly, then it oscillates heavily at high
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Fig. 5. Comparison of multicast tree quality with different group size.

values. The time-line of PAST-DM oscillates less heavily at
lower value, which means a more stable network performance.

D. Tree quality versus group size

Figures 5(a) and (b) show the average tree cost and maxi-
mum delay of the multicast trees versus the group size from 5
up to 40. At each simulation step of PAST-DM protocol, a data
delivery tree is constructed with the source randomly chosen
from the group members. The average tree cost and maximum
delay is recorded for all step-wise multicast trees. As shown in
the graph, PAST-DM yields close to optimal trees for all group
sizes. The cost of the trees built by AMRoute increases faster
than the optimal value as the group size increases. The same is
true for the maximum delay. Thus the multicast trees become
less efficient as the multicast group grows. We can also cal-
culate the average hop length of virtual links in the multicast
tree. For example, for any delivery tree spanning a group of
20 nodes needs just 19 virtual links. The total costs of trees by
AMRoute-5 and PAST-DM-5 are 95.9 and 72.6 respectively. So
the average length of virtual links in both trees are 5.0 and 3.8.
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Fig. 6. Comparison of multicast tree quality with different update period.

E. Tree quality versus update period

Figures 6(a) and (b) show the change of multicast tree quality
with different update periods. The update period for AMRoute
and PAST-DM refers to the tree re-creation period and the vir-
tual link state exchange period, respectively. As higher update
period results in less protocol overhead, we are looking for a
high update period that does not result in much worse tree qual-
ity. As shown in the figure, tree cost and maximum delay of
AMRoute increases rapidly with update period. This means it
needs frequent re-creation of multicast tree to keep up with the
change of physical hop lengths of the virtual links. PAST-DM
yields a stable tree quality as update period increases. It is less
sensitive to the frequency of link state exchange. Thus, with
PAST-DM, we can make the link state exchange among group
members to be less frequent in order to reduce the overhead of
the protocol.

V. RELATED WORK

Besides overlay multicast, our work is also closely related to
stateless multicast. This approach is similar to overlay multi-
cast in the sense that it also employs standard unicast routing



and forwarding. The difference is that there is no explicit con-
cept of overlay virtual topology. SGM[16] was first proposed
for small group multicasting on the Internet. The source node
first performs a route table look up to determine the next hop for
each receivers in its group. It then partitions the group based on
the next hops. Each subgroup is encoded into a SGM packet
header and the packet is unicast to the corresponding next hop.
The receiving next hop will further partition its subgroup and
forward the data to it next hops. SGM is considered as a scal-
able solution to support large number of small multicast groups
on the Internet. DDM[17] is a stateless multicast protocol pro-
posed for MANET. In DDM, receivers can be listed in the DDM
packet header in a differential manner, which means it only in-
cludes the difference with respect to the receiver list in the last
packet. Each node in the forwarding paths remembers the sub-
set it has been forwarded to last time, together with the corre-
sponding next hop information. By caching routing decisions
in the intermediate nodes, the source does not need to list the
group members in future packets. In making routing decisions,
intermediate nodes need to query the unicast route table.

With GPS device, each mobile node is aware of its location
within the network area. Location Guided Tree (LGT) con-
struction scheme[18] builds overlay multicast tree using geo-
metric distance between member nodes as the heuristic of link
costs. Two tree construction algorithms are proposed: greedy
k-ary tree construction (LGK) and Steiner tree construction
(LGS). With LGK, the source nodes selects k nearest neighbors
as its children, and partitions the remaining nodes according
their distance to the children nodes. LGS constructs the Steiner
tree using link costs as their geometric lengths. Each children
node is then responsible for packet delivery to its own subgroup
using the same algorithm.

Our work is inspired by the stateless multicast approaches.
The difference is that our approach uses virtual mesh so that it
has the advantages of overlay multicast, such as simple join and
leave processes. In DDM, when a node joins a multicast group
with multiple sources, it should unicast the join messages to all
the sources. The same is true for leave operation.

VI. CONCLUSION

In this paper, we present an overlay multicast protocol aiming
at solving the efficiency problem of overlay multicast approach.
To achieve this, we propose dynamic virtual mesh that adapts
itself to the mobility of network nodes. Virtual links with long
physical hop lengths are replaced by short links. A novel tree
construction algorithm is proposed that fully utilizes the latest
local topology information. Simulation studies have shown that
the yielded multicast tree is close to optimal in terms of total
hop cost with a stable quality. Thus stable and efficient mul-
ticast performance is observed. The control overhead can be
reduced to a low level since the tree quality is only moderately
hampered when the periodic update behaviors are conducted
less frequently.
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