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ABSTRACT

We present an extension of the slotted ALOHA protocol for use in a spread spectrum packet radio
environment. With spread spectrum, we assume that N distinct codes are available, and that each
code can be treated as a separate channel. Running an independent copy of the protocol on each of
these channels would be undesirable, since each user would have to select one channel to monitor
for packets addressed to it, inducing a logical partitioning of the user population into N groups.
To preserve the logical connectivity of the network, we examine the effect of separating packet
transmissions into two parts, a short preamble, which is sent over a public channel, and followed
by the body, which is sent over a private channel. We assume that m of the available codes are
used as preamble channels, and the remaining N — m codes are used for actual packet transmis-
sions. If m <« N, then the network can support broadcast and multicast packets, and still make

use of all of the available channels.

1. Introduction

As the name suggests, packet transmissions in a spread
spectrum system! 2 are dispersed over a wide fre-
quency band rather than concentrated into a narrow
frequency band as is usually the case. In return for
this apparent waste of channel bandwidth, spread spec-
trum can be used to reduce the channel error probabil-
ity for noisy channels, and to improve the security of
transmissions in a hostile environment by making it
more difficult for an adversary to jam the channel. It
may even be possible to hide the fact that transmis-
sions are taking place from an adversary who is not
told the details of the spread spectrum modulation
technique being used. We note that with spread spec-
trum, this same wide frequency band can support more
than one simultaneous transmission using different
codes. If a frequency band that is u times wider than
necessary is used, then roughly u concurrent packet
transmissions can be accomodated on the channel
using spread spectrum. Thus, from a protocol model-
ling point of view, the major eflect of adopting spread
spectrum modulation techniques seems to be a parti-
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tioning of the physical channel into N separate sub-
channels, each with 1/ N th of the original bandwidth.

A disadvantage of spread spectrum over an equivalent
single channel system is that its partitioning of the
channel can lead to a partitioning of the users. We
assume that hardware is not duplicated at each user so
that a user must first decide to monitor a particular
code before it can receive any transmissions that were
sent using that code. Thus to contact a particular user,
one must be able to find out which code is monitored by
that user. In principle, one can always keep track of
this However, if the same
packet must be sent to several users, this partitioning
can cause problems. In a single channel system, only

information somehow.

one copy of the packet addressed to several users
would have to be transmitted if the users understood
broadcast (or multicast) addressing. Even with such an
addressing scheme, duplicate copies of the packet
would have to be transmitted using different codes in
the multiple channel system, unless the entire set of
recipients happened to monitor the same code.

One idea for improving the logical connectivity of a
spread spectrum system with multiple codes is to
assign some of the codes to preamble channels, where
packet transmissions can be initiated in a manner that
is highly visible to all the users, and the remainder of
the codes to message channels, where the major part
of each transmission can take place in private3 In this
paper, we evaluate this idea when the slotted ALOHA
protocol is used to control access to the preamble
channels.



2. The Model

Consider a network where an infinite number of identi-
cal users transmit constant length packets using a set
of N independent channels, each with the same data
rate. Without loss of generality, we assume that the
transmission time for a packet would be unity if we
could make use of the full bandwidth of all the chan-
nels, and that the worst-case propagation time
between users is a . However, since each transmission
uses only one channel, the actual packet transmission
time will be N time units.

Recall that in the proposal we wish to study, a pream-
ble is sent on one channel and the remainder of the
packet is sent on another. We will consider the pream-
ble to be additional overhead of duration r times the
original packet length. Thus, accounting for the propa-
gation time, the slot size must be at least *N + a2 on
the preamble channel, and N + a on the message
channel. For simplicity we let each message channel
slot be the same length as L preamble channel slots
{by adding some dead time to the end of each message
slot if necessary), where

(1)

Thus, T, =N + a is the elementary time unit in our
model.

Code
space

corresponding packet transmission will take place ona
message channel belonging to the £ mod L th group,
starting in the ¢ +1st slot. We note that

N=Lk +m, (2)

and that we may as well assume that k& < m since it is
impossible for cur proposed protocol to use more mes-
sage channels concurrently.

The model of protocol operation is as follows. The total
traffic obeys the “strong’ Poisson assumption, which
asserts that the union of the arrival times for new
packets and the retransmission times for collided
packets forms a Poisson process with intensity G per
unit time. Thus, assuming a uniform distribution of the
traffic over the available preamble channels, the
number of transmissions in any preamble slot will have
a Poisson distribution with parameter
Gp = T

— 3
- &)
and the probability of a successful transmission occur-
ring in a preamble slot, p, is given by the well-known

formula for slotted ALOHA:
1

(4)

p = Pe‘cﬁs

If its preamble is not transmitted suceessfully (i.e., it
is involved in a collision on the preamble channel),
then the user waits for a random retransmission delay
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Figure 1

In Figure 1 we show how the N available channels in
our model are used: m =1 of the channels are used to
send preambles, each one slot long, and the remaining
N —m channels used to send packets, each L slots
long. The message channels are divided into L groups
of £k channels each, such that the starting pointsyfor
packet transmissions vary between the groups. If a
preamble is sent successfully in the £ th slot, then the
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and tries again. Otherwise the preamble is assumed to
have been transmitted successfully; the user selects
one of the available message channels and transmits
its packet. If that packet transmission is not success-
ful (because of a collision on the message channel),
then the user waits for a randomn retransmission delay
and tries to sent its preamble again. Otherwise the
packet transmission is assumed to be successful.
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Note that the operation of the protocol can be decom-
posed into L subsystems. Each subsystem controls k
dedicated message channels and shares the m pream-
ble channels with the other L -1 subsystems using
round-robin TDMA. However, because we have assumed
that the number of users is infinite and that the total
traffic is Poisson, the analysis for each subsystern can
be done independently.
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Figure 2

3. Analysis

At this point, we must decide on the manner in which a
user that has sent its preamble successfully is allowed
to select a message channel. We consider two cases.

In protocol P1 (Figure 2), users randomly select one of
the k available message channels with equal probabil-
ity.
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In protocol P2 (Figure 3), users deterministically
select one of the ¥ message channels based on the
preamble channel that was used. (Thus in protocol P2,
each of the k¥ available message channels at each slot

n of the pream-

has assigned to it the load from & = %

ble channels.)

3.1. Throughput

To find the throughput equations, we must find what
proportion of the time-bandwidth product occupied by
each subsystem is used to carry successful packet
transmissions.

In protocol P1, the average number of successfully
m -1

transmitted messages is mp (1—%) , since a mes-

sage will succeed if it has a successful preamble and at
the same time no other user with a successful pream-
ble on one of the remaining m —1 preamble channels
chooses the same message channel. The probability of
a success on the preamble slot, p , is given in (4). The

corresponding channel resource used is

k(1+ %)+m. (r +%) (in units of message transmission

time). Therefore, the throughput is:

m -1 m -1
mp (1-£) sp (1-8)
8§, =

- a @, o
k (1+N)+m (r +—A-,-) 148t +(s +1)N

(5)

In order to find the throughput in protocol P2, let us
take a look at the subsystemn of a set of s preambles
and the corresponding message channel. The proba-
bility of a successful transmission on the message
channel is sp (1—p )* ~1, since we must have only one
success on a preamble channel among the s partici-
pating preamble channels. p is still given by (4). The
time period considered is 1 message slot and s pream-
ble slots. Therefore, throughput is:

sp(1-p ) !
1+sr +(s +1)-:'—,-

sp(1—p )t

Sg = a a
(1+ N)+s (r +F)

(8

3.2. Comparison of P1 and P2.

In -order to compare the two protocols, it suffices to
compare the quantities

5 (1=mBa-B)"" ana

1

g ()= p(1-p)E" )

where

7 {j ) = P[j transmissions in a message slot given P1]

-] 4T -

g () = P[j transmissions in a message slot given P2]

237

= [mj/k}_u! [l—p],-:-_j (8)
Furthermore,
rUH)=rG )—§~(J. ﬂ)—‘({—?f’——_p) and
oy o (s —jk)p
9 G +1 =9 (D T (®

Supposing p = —sl-. which is the necessary condition so
as not to overload the system, L’;;.B. =< 1 and clearly,

FG+)sf(i)gG+1)=sg(§) for j =12, (10)
We will, now, show that P2 is better than P1, that is:

g()=7r (1) (11)
Suppose that (11) is false and g {1) < f (1). Since
(m—-4)p (m —jk )p (12)

G+l —p) = G +1k (1-p)
is clearly true and g (1) < f (1) holds by the assump-
tion, then g () < f (2). g (3) < f (3), -+ and hence
E[g ()1 < E[f ()] which contradicts the fact that

Elg ()= ELsr ()= 5F=sp.

Therefore (11) must hold and protocol P2 is better than
P1. This is intuitively expected, since P2 reduces the
contention among messages that have succeeded in the
preamble channel. In this case, P2 behaves as an
ALOHA system with a finite population of s "users".
Each ‘'user'" transmits with probability p. the
throughput of the preamble channel. The total traffic of
this imaginary ALOHA system is sp , and the throughput

Since P2

(13)

. 1
will be maximized for sp =1, that is, p =

gives the best throughput, for reasonable values of p,
we will choose protocol P2 and further analyze its per-
formance. In the subsequent discussion, the
throughput will be denoted by S'.

3.3. Delay

To model the delay, we use the well-known approximate
formula% %

D =Dy + Dingg

L
e

= + 1, + S —2—+TP+R]+N+G

T,
2_1] P

where R is the average retransmission time of a
preamble packet. Note that the quantity %—1 gives

the total number of times a message is retransmitted
because of collisions on either the preamble or the
message channel. A crude but useful approximation® is

=_ G _ G
R = S(slats) =3 T, . Therefore, finally
G 3 G

3
D=-2—T,+ +N +a (14)




3.4. Systera capacity with protocol P2.

It is obvious that the throughput increases as r - 0
and @ - 0. Let us now find the capacity of the protocol
in the idealized case withr - O, N » wandrN >» a or
a - 0. Here, the overhead due to the preamble chan-
nel is negligible, so § = sp (1—p )* ! and the optimiza-
tion problem becomes:

maximize S =sp (1—p )*!

subjectto 0o =p <sel s =1 (15)

By applying the Lagrange multipliers method, we find
that the above maximum oceurs at

.

1
= R e et = -1
s =5 1-in(e =1) 2.18<e, for p =e ! and the

capacity is

C =s'e Y 1-e ) "~ = 0.4687 (18)

This maximum value is attained for G = G,,. the
solution to equation (4) evaluated at p = e -1, namely

(17)

For the given values, we find G pux = 5 * = 2.18.

For r,a # 0 and N finite, we can find the capacity as a
function of s, maximized over p. This function
corresponds to the envelopes of the actual § - G
curves, for various parameter values. Representative
diagrams of $ ., and G ., as functions of s are plot-
ted in Figures 4 and 5 respectively. Of course, these
diagrams are dependent on the parameters N, + and
a as well. From these plots, one can deduce the most
efficient operating point, for a given traffic and channel
configuration. Obviously, this must occur at an

extreme point or at a place where —g;?— = 0.

-2 _
Differentiating, 95 _s(p)r1 sf ) We consider
1+sr +(s +1)F

s

two cases. First, for 1=s <e we find that 35_> 0
]

since 0 =p <e~l. This establishes that S, <e) i8
monotonically increasing and, consequently, that

sg ~1(1—g —1y* !

for

Smaz.(ls- <o) a
1+sr +(s +1)W

_ 1

S W CE )1 )
s rN
Fors =1,
e -1
Smas o =1) = ———3== for

147 +—+

N
S (19)

Obviously, in this case, we have m independent ALOHA
subsystems, each one consisting of a preamble and a
message channel. The denominator accounts for the
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loss of useful capacity, due to the preamble channel.

For the second case we consider s > e . Here, S has a
maximum at p = l, for which 2'S-‘:O and
s ap
1 1.° -1 1.2 -1
so(1-2) (1-7) ,
Smu(s >e) = = {20}

l+sr +(s +1)% 1457 +(s +1)~77

Note that there are two values of G that satisfy the
corresponding equation (4) with p = -::- therefore, the

fork-like diagram of Figure 4.

The above analysis shows that, for small s, it pays to
saturate the preamble channels so as to attain S,y
As s becomes larger, too many messages pass success-
fully through the preamble channels and interact des-
tructively over the message channel. In that case, the
optimal is obtained by decreasing the traffic at the
preamble channels and keeping at saturation the
traffic of the message channel.

4. Studying the protocol numerically

We shall now study the effect of changing the system
parameters, like r,s, N anda onthe S and D. ltis
not possible to study the effect that each of them has
on the system throughput analytically. Our comments
will be based on the formulas developed so far and the
corresponding diagrams.

Varying s, the number of preamble channels assigned
to each message channel : From the S, vs. s curve
(Figure 4) and the S vs. G curve (Figure 8a,b) we can
deduce that S decreases with increasing s . Further-
more, for increasing s, the § — G curves shift to the
left, which means that the system gets saturated at
smaller values of G .

Varying r, the ratio of a preamble length to a message
length : The throughput decreases monotonically with
increasing r (Figure 7a,b). This is intuitively expected,
since the preamble channel does not contribute to the
throughput. Again the S — G curves shift to the left
for increasing r .

Yorying a. the worst-case propagation time and N, the
number of the available sub-channels: @ and N appear
in the formulas only as 1%-. which is the propagation
delay relative to the actual message length. Obviously,
a
N
to the exact values of @ and N (Figures Ba,b and Sa,b).
On the other hand, D is directly proportional to N and,

therefore, increases with increasing N .

for <« 1 the throughput formula is quite insensitive



5. Conclusions

We have shown that it is feasible to modify the slotted
ALOHA protocol so that each user must first transmit a
short preamble successfully on a “public” preamble
channel before he is allowed to transmit his packet on
a ‘“private” message channel. This allows us to
enhance the logical connectivity of a multi-channel
spread spectrum packet radio network, and still make
use of all the available channels efficiently. In fact,
when the preamble is small, our modified slotted
ALOHA protocol actually out performs slotted ALOHA
because the preamble channel is equivalent to a weak
form of collision detection.
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