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Summary

In this paper an effort has been made to study various
Congestion control techniques used for reducing/easing
the level of congestion and subsequently avoiding the
congestion of the wired communication networks in
general and High Speed Networks in particular. Many
authors have suggested several congestion control
techniques [2], [3], [4], [8], [12], [14], [15], [23], [29],
[32] & [33] and studied their behavior under various
network conditions, for a range of parameters also under
heterogeneous networking environments. A special effort
has been made to study the problems associated with the
TCP congestion control mechanisms and the several
solutions that have been proposed to improve its
performance. This analysis tries to study the limitations of
the suggested solutions, based on various parameters and
propose algorithms to overcome these limitations for the
High Speed Networks.
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1. Introduction

High Speed Networks [27] refer to the networks
supporting high data rates like high speed LAN’s and
Ethernets. The range of data rates may vary from few
Mbps to Gbps. To achieve a greater degree of
performance from the High Speed Networks, the end
systems must regulate their flow of data for using the
network resources efficiently without overloading the
systems, which results in congestion and throughput
collapse.

Network congestion refers to a situation in which the
network resources are overloaded quite often, i.e., the total
demand for a network resource exceeds its capacity.
Current advancements in technology only add to the
problem of congestion - for example, an increase in the
buffer capacity increases packet delays and the period of
the delay can be so long that by the time packets reach the
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destination, the sending source might have timed out its
timer and retransmitted the copies of the packets thus
choking the network with duplicates (which ultimately are
dropped by the receiver and in the process such duplicates
occupy considerable amount of network resources and
processing during the transmission). Similarly, increased
link speed increases the possibility of congestion because
of mismatch in link speeds at the point of interconnection
of'a High Speed Network and a Low Speed Network.

For sending data to a bottleneck link, the sending source
uses two rate control techniques for adjusting the data
rates namely Open loop & Closed loop. Open loop control
technique is useful when the traffic characteristics are
defined precisely and the performance requirements are
known well in advance, thus the network reserves the
available resources for the connections.

Closed loop technique is used when the network resources
cannot be reserved or traffic characteristics are not defined
in precise terms. In this case the network resources are
shared fairly and efficiently amongst the various users.
The performance of the systems using the closed loop
technique mainly depends on the feedback delay].

1.1 Packet-Oriented Networks:

In packet oriented networks [1], like the internet, the data
transfer between the end systems occurs in fixed or
variable units of packets of limited size. The intermediate
nodes, between the end systems, called as routers which
are equipped with queues (buffers) used for storing the
packets in transition temporarily and then forwarding them
in the direction of destination when the link is free. Since
packet-oriented networks have the inherent property that
they can get congested locally. So congestion control has
to be performed for improving the overall network
performance, by controlling the load produced by all the
data streams in the network.

Based on the current load conditions of the network, the
congestion control is done by adapting efficiently the
sending rate of each source of the data streams, thus
reducing or even preventing the congestion also allowing
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a high utilization of the available bandwidth of the
network.
Packet-Oriented

1.2 Congestion Control in

Networks:

In packet-oriented networks, two fundamental types of
congestion-control mechanisms [2] can be distinguished
regarding the role of the network protocol:

(1). In packet oriented networks the network protocols
and routers play important roles. Network protocols
frequently inform the sending sources about the current
load conditions in the network. The sources store current
load conditions of the network in congestion control
variables which are used for controlling the congestion.
This leads to high utilization of Bandwidth [9], [13] and
increase in performance. This advantage of such a
congestion-control mechanism is combined with two
disadvantages like

First, the congestion-control information transferred
by the network protocol requires some additional
overhead. There is a trade-off between the frequency/
overhead and the benefit that can be expected if such
a congestion-control mechanism is performed.

Second, the upper-layer protocols working on top of
the network protocol are limited in their flexibility, as
they have to evaluate and react on the congestion-
control information supported by the network
protocol.

(2) Congestion control can be excluded from and not
supported by the network protocol and the routers of the
network. Then, the protocols working on top of the
network protocols are responsible for the congestion
control in the network. In this case, each source has to
frequently collect network information, store them in its
congestion-control  variables, and locally perform
congestion control based on values of these variables.
One main problem of this approach is that the network
information collected by a sender does not reflect very
well the current network conditions. The result is a sub-
optimal congestion control in terms of network utilization
and data stream performance.

Another problem of this approach is that the source of
each new data stream entering the network does not know
anything about the current load conditions in the network.
Therefore, such a source starts sending its data very
conservatively using a small sending rate, estimates and
probes the current network-load conditions by
continuously increasing its sending rate; after a while in

which the TCP sender has raised its local knowledge about
the current network load little by little that it is able to
perform a more accurate congestion control based on the
so far collected network information.

In the meantime, the congestion control [17], [18] of this
data stream might be also far from optimality. Besides
being fair, efficient, responsive and stable; a congestion
control technique must be robust against the loss of
information also it must scale well with the increase in the
speed of the link, the distances and the users.

This paper is organized as follows. In Section 2 we
describe various congestion control mechanisms. In
Section 3 we have taken up various congestion parameters,
followed by comparative analysis of the congestion
control algorithms in Section 4. In Section 5 we have
proposed the flowchart for congestion detection & control.
In Section 6 we have presented the expected results to be
obtained from the experimental & simulation study.
Finally conclusion of the paper has been presented in
Section 7.

2. Various Congestion Control Mechanisms

Many Congestion Control Algorithms have been designed
namely:

Random Early Detection (RED), DECbit

Back Pressure Technique

Choke packet Technique

Implicit Congestion Signaling

Additive Increase and Multiplicative Decrease
(AIMD) [3], [34]

Explicit Congestion Notification (ECN) in TCP/IP
e Binary Congestion Notification(BCN)

RED: The gateway detects incipient congestion [12], [31]
by computing average queue size and would notify
connections of congestion either by dropping packets
arriving at it or by setting a bit in packet headers. When
the average queue size exceeds a preset threshold max,, it
marks or drops each arriving packet with probability 1,
where the exact probability is a function of the average
queue size. If the average buffer occupancy is less than the
preset threshold min,, then no packets are dropped.

RED gateways keep the average queue [5] size low while
allowing occasional bursts of packets in the queue. During
congestion, the probability that the gateway notifies a
particular connection to reduce its window is roughly
proportional to that connection’s share of the bandwidth
through the gateway. The disadvantage of RED algorithm
[35] is that when the average queue occupancy reaches
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maxy, the packets present in the queue and which are
otherwise perfectly alright are all dropped. This happens
because the drop probability increases with the increase in
the average queue length.

DECDbit congestion avoidance scheme [27], [28] is an
early example of congestion detection at the gateway. The
gateway uses a congestion-indication bit in packet headers
to provide feedback about congestion. When the average
queue length exceeds one, the gateway sets congestion-
indication bit in the header of arriving packet. The sources
use the window based flow control mechanism. They
update their windows of data packets once every two
round trip times. If at least half of the packets in the last
window had the congestion-indication bit set, then the
window size is decreased exponentially, otherwise it is
increased linearly. The main disadvantages are the
averaging of queue size for fairly short periods of time and
no difference between congestion detection and indication.

Back Pressure Technique: If a node becomes congested
[27] then it slows down or stops receiving the packets
from the nodes from which it is receiving packets. If this
restriction persists for long then packet sending nodes
themselves become congested which in turn propagate the
restriction on their preceding nodes. But this method is of
limited utility as it can be used for the connection oriented
networks supporting Hop by Hop flow control.

Choke packet Technique: A choke packet [27], [29] is a
control packet generated at the congested node & this
packet is transmitted back to the source node to restrict the
traffic flow. As the source receives the Choke packet it has
to reduce its transmission rate till it stops receiving the
choke packets. But this method is crude method as a choke
packet does not indicate to the sending source, the status
of delivery (receipt / non-receipt) of the packets.

Implicit Congestion Signaling: When the sending source
comes to know of congestion [27] at a node if the
propagation delays of packets are detected that is the delay
is longer than fixed propagation delay and it may
ultimately lead to packet discard. But the sending node
should have a mechanism to detect increased delays and
packet discards.

Explicit Congestion Notification in TCP/IP (ECN): The
purpose of this method is to react to congestion [4], [15],
[19], [21], [23] in a controlled & in a fair manner. It
especially operates over connection oriented networks. In
this method the network alerts the end systems about the
growing congestion within the network & the end systems.
ECN allows routers to set the Congestion Experienced
(CE) bit in the IP packet header as an indication of

congestion to the end nodes as an alternative to dropping
the packet. There are two types of ECN namely Forward
Explicit congestion (FECN) and Backward Explicit
congestion (BECN).

ECN cannot be relied upon to completely eliminate packet
losses as indications of congestion, and therefore would
not allow the end nodes to interpret packet losses as
indications of corruption instead of congestion. Similarly,
ECN does not eliminate the need for Fast Retransmit and
Retransmit Timeout mechanisms to detect dropped packets,
and therefore does not eliminate the need for the Limited
Transmit procedure.

Binary Congestion Notification (BCN): In TCP/IP based
networks, congestion [20], [32], [33] is indicated by
dropping packets at congested routers. Packets are
dropped when the queue of the router reaches its limit
(drop tail scheme). To handle congestion situations before
packets actually get dropped several proposals for using
binary congestion control have been made. With such an
approach, routers with capability of detecting incipient
congestion can just mark the arriving packets as congested
instead of discarding them. The destination copies the
value of the congestion bit of the received packets into the
acknowledgement packets sent back to the source. The
source then changes its transmission window in
accordance with the value of the congestion bit.

3. Parameters under study:

As we know, the following are the major metrics for
measuring the Network Performance

Fairness,

Latency,

Jitter,

Packet Loss,

Throughput,

Link/Channel Capacity (Bandwidth),
Link utilization,

Availability and

Reliability.

Fairness: Fairness measures or metrics are used in
networks to determine whether users or applications are
receiving a fair share of system resources. There are
several mathematical and conceptual definitions of
fairness. The Jain's equation [28]

n 2
fairness = (Z=1xi) . This equation rates the fairness

no 2
n. E X
i=1"1

of a set of values. The result ranges from 1 (worst case)
n

states

to 1 (best case). This metric identifies underutilized
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channels and is not unduly sensitive to typical network
flow patterns.

Latency: A common measure of latency [6] is the Round
Trip Time (RTT), the time between dispatch of a packet
from source and receipt of an acknowledgement that it has
reached its destination but in general it is

Latency = RTT + W, + P,
W, wait time at queues at routers.

Py packet processing time at receiving host &
generate Acknowledgement.

Jitter: A short-term variation in the rate at which packets
travel across a network is called jitter. The jitter [19], [27]
can be of two types viz. delay jitter & latency jitter.
Variation in the time it takes for packets to reach their
destination is delay jitter. The corresponding variation in
the latency is latency jitter.

Packet loss: Packet loss [27] is the fraction (usually
expressed as a percentage) of packets dispatched to a
given destination host during some time interval for which
an acknowledgement is never received. Such packets are
referred to as being lost.

Packets Loss% = No. of unacknowledged packets 100

Total No. of packets transmitted

TCP uses the fraction of lost packets to gauge its
transmission rate: if the fraction becomes large then the
transmitting host will reduce the rate at which it dispatches
packets. As a rule of thumb, a network with a packet loss
of 5-15% is said to be severely congested, and one with a
higher rate is likely to be unusable for most practical
purposes.

Throughput: Throughput [7] is the rate at which data
flow past some measurement point in the network. It can
be measured in bits/sec, bytes/sec or packets/sec.

Throughput is measured by counting the traffic over an
interval and a care must be taken to choose this interval
appropriately. A long interval leads to averaging out
transient bursts and lulls in the traffic. A shorter interval
will record these temporary effects, even if they are not
important in the context of the measurement.

Link capacity: Maximum Throughput [19] which a link
can offer for transferring bits reliably.

Utilized Link capacity: It is defined as the current traffic
load excluding the traffic from host,

Available Capacity = Link Capacity — Utilized Capacity

Achievable Capacity: It is the fraction of the available
capacity which can utilized.

Access Rate: It is the Maximum data rate.

Link Utilization: It is defined as simply the throughput
(as defined above) divided by the access rate and
expressed as a percentage.

Link Utilization = Throughput
Access Rate

The Availability: It is the fraction of time during a given
period when the network is unavailable.

Reliability: It is related to both availability and packet loss.
It is the frequency with which packets get corrupted (due
to network malfunction); as distinct from being lost.

But note that when calculating the packet loss (above) it is
conventional to include corrupted packets as well as lost
ones.

In this work, we are considering the following parameters
for the purpose of comparison of various congestion
control mechanisms:

Fairness, Latency, Jitter, Packet Loss, Throughput, Link
Capacity (Bandwidth) & Link utilization.

4. Comparative Analysis:

The comparative analysis of all the congestion algorithms
based on the parameters discussed above are presented in
tabular form in the Appendix — A.

5. Proposed Flowchart for Congestion Detection &
Control:
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Figure 1. Congestion Control.

This module for the Congestion Detection [8], [10], [11],
[16], [23] will work at the switch level. This module
continuously monitors the level of queue occupancy to
detect the likely congestion. This is done as follows:

a. Calculate the Total percentage of Queue occupancy.

Check whether % of queue occupancy is greater
than 65.

c. If the total queue occupancy is found to be more
than 65% , Control Mode module is called which
calculates the % of queue occupancy of each
sending source & sends messages to the source to
reduce their current transmission rates by a factor

(1, % R % R é ,.....) depending on severity of
congestion and % of queue occupied by the source.
d. Then the module enters in Wait mode, wherein it
waits for pre-calculated time duration, to check

whether the source reduces the transmission rate.

e. Ifasource fails to comply then the module calls the
Drop Mode module and from the priority queue all
the packets of the non-behaving source are removed
and the bandwidth is added to the total available
bandwidth.

f.  Then the Scale up module is called which allows
the new sources to get connected to the network.

For the proposed algorithm we are making the following
assumptions:

5.1. Network Traffic Classification

5.1.1  Traffic from Behaving sources:

All the Sender nodes that transmit the packets as
per the agreed terms of Quality of Service (Qo0S)
[22], [25] & [26] and during congestion, the nodes
which reduce their current sending rates
accordingly after receiving the choke packets from
congested node are called the Behaving sources.

5.1.2  Traffic from Non-Behaving sources:

All Sender nodes that do NOT transmit the packets
as per the agreed terms of Q0S even after receiving
the RM or Choke packets from the congested node
for reducing their current sending rate are called the
non-Behaving sources. Such non-behaving nodes
keep on transmitting more and more packets which
may lead to worsening of network congestion due
to high percentage of queue occupancy and
bandwidth requirements thus not allowing the
genuine users to get connected to the Network.

5.2 Queues

The Input Queue [5], [31] at a Router / switch is a priority
queue where as the Output queue is a general queue. It is
assumed that the incoming packets are accommodated into
the Priority Queue, to take care of the packets that are
coming from the non-behaving sources and which need to
be dropped based on the factor of percentage of Queue
occupancy.

The packets from non-behaving sources will be
DROPPED only in case of severe Congestion. Otherwise
the sources are required to reduce their packet
transmission rate.

— — T
Priority

- Quene
Cueue

Figure 2. Queues.
5.3 Bandwidth Management:

We propose to manage the network bandwidth using the
Dynamic Programming Algorithm [24], [30] assuming
that Network bandwidth is to be allocated amongst ‘n’
number of hosts, which are willing to connect (to
communicate with the other nodes) to the network.

Let By B,, .. B,be the bandwidth requirements of the ‘n’
hosts respectively and let the total throughput T be
expressed as sum of the individual throughputs of the ‘n’
hosts as follows:
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Maximize T (Bl’ Bz, ey Bn) = tl(Bl) + tz(Bz) +...+ tIl(Bn),
with T (t, B)) = TAB — BRI

where TAB: Total Available Bandwidth is given by the
formula TAB =T(B,)— T(t.;, B;.1) and BRI: Bandwidth
requested by i" node, t(B;) = T(t;, B;) is the throughput of
the link ‘j” with bandwidth requirement of B; for
j=1,2,...,n. The constraint on bandwidth can be defined as:

B,+B,+ +B,<B ; where B;>0 fori=1,2,...,n
where B is the total link Bandwidth.

The algorithm wusing the Dynamic Programming
approach will manage the bandwidth by allowing
Scalability (both Scaling/de-scaling) under the following
scenario [12], [14]:

a). From Congestion to No Congestion:

The nodes are allowed to increase their packet sending

. 1 1 1 1
rate 1.e. Source Rate [13], [19], [20] as (5’6_4’3_2 ' 167
1
n
getting connected to the network and the permission is
granted if required Bandwidth is available and on QoS
negotiations.

%, , %, 1) during this phase new hosts may request for

b). From No Congestion to Congestion:

The hosts are requested to decrease their packet sending
rate i.e. Source Rate [13], [19], [20] as (——, L, L 1|
128 " 64 " 32" 16
1
n
to request for getting connected to the network unless
existing connected node’s packets have been dropped for
misbehavior.

é, , %, 1) during this phase new nodes are not allowed

Further, if the already connected nodes do not accede to
the request, till some time, then the packets from such
sources are dropped based on the criteria of % of queue
occupancy for dropping the packets. This process of
dropping of the packets continues till the congestion Eases
and ultimately Congestion clears.

6. Expected Results:

The proposed model is expected to

®

Optimize the Bandwidth and make the bandwidth
available to the Behaving sources under
Congestion situation and also when there is No
Congestion.

b. Maximize the Throughput for the Behaving
sources under Congestion situation and also when
there is No Congestion.

c. Meet the QoS demands of the Network Traffic
during Congestion situation and also when there
is No Congestion.

d. Reject/drop all the packets from the Non-
behaving source, during congestion, and packets
from the behaving sources are accepted and
accommodated in queue for onwards
transmission.

e. Allow scaling up i.e. allocating Bandwidth to a
new host which agrees to behave by sending
packets as per QoS agreement.

7. Conclusion:

Under severe congestion condition, the TCP congestion
control algorithm goes into Slowstart mode i.e. all the
sources have to drastically reduce their packet
transmission rate to one packet and then again they slowly
increase their transmission rate through Additive Increase
& Multiplicative Decrease (AIMD).

The proposed algorithm does not make all the sources to
reduce their packet transmission rate drastically, instead it
makes the behaving sources to reduce the transmission
rates based on percentage of their queue occupancy, also it
penalizes the non-behaving sources by dropping all their
packets present in the queue, and makes the bandwidth of
such source available for allocation to the sources which
wish to get connected to the network. Thus allowing to
scale up.
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