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• Power and energy costs of high performance 
computing  systems are a growing severity 
nowadays �������� operating costs and system reliability

– AvgPwr of top 5 supercomputers (TOP500)��������10.1MW

Power and Resilience Concerns in HPC

– AvgPwr of top 5 supercomputers (TOP500)��������10.1MW

– 20MW power-wall by DOE for exascale (1018 FLOPS)

– Overheat problems (aging/failures) and cooling costs



• Failure Rate Explosion
–– Small on a single node, increasingly susceptible at scaleSmall on a single node, increasingly susceptible at scale

– Up to 1,700 ECC memory errors in 2 months for a 692-node 
(22,144 cores in total) cluster at PNNL [1]

– K computer (1st on TOP500 in 2011): hardware failure rate 

High Vulnerability of Large-Scale HPC Systems

– K computer (1st on TOP500 in 2011): hardware failure rate 
of up to 3% + affected by 70 soft errors in 1 month [2]

– A 128,000-node BlueGene/L system: 1 soft error in the L1 
cache every 4-6 hours due to radioactive decay [3]

– What about the forthcoming exascale systems in 2020?

• More Error-Prone Components
– Memory bit-flips, CPU/GPU logic errors, FPGA soft errors

[1] PIC: Pacific Northwest National Laboratory Institutional Computing. https://cvs.pnl.gov/PIC/wiki/PicCompute.

[2] Keiji Yamamoto et al., The K computer Operations: Experiences and Statistics, in Proc. ICCS, 2014, pp. 576–585.

[3] Greg Bronevetsky and Bronis de Supinski, Soft error vulnerability of iterative linear algebra methods, In Proc. ICS, 2008, pp. 155-164.



• Motivation

– There exist entangled effects between the two: 
Improving one does not necessarily improve the other

–– GoalGoal: The optimal configuration that can balance the 

Interplay: Power Efficiency and Resilience

–– GoalGoal: The optimal configuration that can balance the 
trade-offs (e.g., minimizing power with resilience)

• Solutions and Challenges

– Operate HPC runs in the low-power mode of hardware

– Trade-off reliability by incurring more errors by 
aggressive but appropriate voltage reduction (e.g., NTV)



• Background

– Registers are the most frequently accessed component 
and thus susceptible to soft errors

– Near-threshold voltage computing causes more failures

RSVP: Register Vulnerability Power Saving

– Near-threshold voltage computing causes more failures

• Approach

– Build quantitative register vulnerability models

– Investigate the validity of increased failure rates at NTV 
by the models to exclude invalid errors at register level

– Save the opFmal power by ↓ voltage w/o incurring 
observable number of soft errors during HPC runs



• Register Access Model and Vulnerability Metric

Quantitative Modeling of RSVP

– W-R and R-R intervals are vulnerable to soft errors

– Adjusted failure rate is for calculating OPT power at NTV



• Overview

Quantitative Modeling of RSVP (Cont.)

– Dynamic profiling for power data and RVF values

– Static estimation of OPT power savings at NTV



• Algorithm

Quantitative Modeling of RSVP (Cont.)



• Experimental Setup

Evaluation



• Benchmarks

Evaluation (Cont.)



• Results (Failure Rates and RVF Values)

Evaluation (Cont.)

– Adjusted failure rates by an example RVF value (bitcount)

– Data contenFon↑ �������� vulnerable register intervals↑



• Results (Power Savings and Performance Loss)

Evaluation (Cont.)

– 11.2 % system-wide power savings (RVF↓ �������� OPT_V↓)

– 10.6 % overhead tracking ARCH components for RVF



• Power Savings based on Register Vulnerability
– Soft errors may not necessarily manifest in register 

access
– Quantify the validity of failure rates using RVF ��������

adjusted failure rates to rule out invalid soft errors

Conclusions

adjusted failure rates to rule out invalid soft errors

– Identify the optimal NTV level w/o incurring 
observable soft errors �������� power savings

• Systematic Evaluation on gem5
– A wide spectrum of HPC applications (parallelizable)

– Accurately obtain RVF values for both sequential and 
parallel runs on a power-aware simulated platform


