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Abstract—Inter-organizational systems where subsystems with partial trust need to cooperate are common in healthcare, finance and military. In the face of malicious Byzantine attacks, the ultimate goal is to assure end-to-end policies for the three aspects of trustworthiness: confidentiality, integrity and availability. In contrast to confidentiality and integrity, provision and validation of availability has been often sidestepped. This paper guarantees end-to-end policies simultaneously for all the three aspects of trustworthiness. It presents a security-typed object-based language, a partitioning transformation, an operational semantics, and an information flow type inference system for partitioned and replicated classes. The type system provably guarantees that well-typed methods enjoy noninterference for the three properties, and that their types quantify their resilience to Byzantine attacks. Given a class and the specification of its end-to-end policies, the HAMRAZ tool applies type inference to automatically place and replicate the fields and methods of the class on Byzantine quorum systems, and synthesize trustworthy-by-construction distributed systems. The experiments show the resiliency of the resulting systems; they can gracefully tolerate attacks that are as strong as the specified policies.

I. INTRODUCTION

Building trustworthy systems has been the holy grail of computing. The three desired properties, confidentiality, integrity, and availability, also known as the CIA triad, guarantee that sensitive data does not leak, computed results are correct, and the system remains accessible in the face of failures and attacks. Assurance of these properties is particularly needed when multiple principals with partial mutual trust cooperate. Inter-organizational systems are common: business-to-business procurement systems, medical information systems that integrate care-provider institutions, and joint military information systems. The distrust between the components of these systems leads to distribution of data and computation across administrative boundaries. However, building distributed systems that are resilient to both benign (crash) and malign (Byzantine) failures is notoriously complicated.

Given an integrated system, the ultimate question is whether it complies with system-wide trustworthiness policies. Furthermore, given the end-to-end trustworthiness policies, how can trustworthy-by-construction systems be automatically constructed? Information flow control [21], [47], [51], [55] can enforce end-to-end policies. To preserve confidentiality, it restricts the flow of information from the secret to the public domain. Further, to preserve integrity, a common technique is to compare multiple copies of data or computation against each other, and information flow analysis can check that enough copies are compared [58], [59]. However, this method can reduce availability as all the copies need to be available.

Of the three major aspects of trustworthiness, availability has been often dissociated from the others, and unfortunately, sidestepped. Confidentiality and integrity are safety properties but availability is a liveness property. In contrast to safety properties, simply monitoring the system and denying the violating actions cannot provide liveness. A few pioneering works consider information flow control for availability. However, they assume availability of the computation platform [60] or require the user to explicitly program the quorums [61].

Providing availability in the face of Byzantine failures [32] requires sophisticated Byzantine quorum replication protocols [12], [38]. A quorum system is a set of quorums such that each is an adequate set of hosts to perform operations. Quorum systems stay available even if only one of their quorums is not compromised. However, Byzantine replication has been largely regarded as a separate discipline. Further, existing protocols often provide guarantees only for a monolithic system based on assumptions on the Byzantine fraction of the processes. How can Byzantine replication be applied to general computation on integrated systems? Since hosts and polices of an integrated system are often heterogeneous, the deployed quorum systems should vary as the information flows from one computation and storage to another.

This paper enforces end-to-end policies simultaneously for the three aspects of trustworthiness, especially the resiliency of availability, in the face of Byzantine attacks. Further, given the end-to-end policies, it automatically synthesizes trustworthy-by-construction distributed systems that guarantee the specified policies. To this end, it presents a security-typed object-based language, a partitioning transformation, an operational semantics, and an information flow type inference system for partitioned and replicated classes.

We present a security-typed object-based language to describe classes that can encapsulate multiple field objects to implement their methods. The field objects abstract subsystems and the methods capture their interaction. The language allows the user to specify trustworthiness policies as type annotations. A security type consists of three components for the three trustworthiness properties. The space of types for each property is elegantly modeled as a lattice. The confidentiality type of a value is the set of hosts that are trusted to observe or store that value. We represent a failure or attack scenario as a set of principals, i.e., the Byzantine principals. Our novel representation of the integrity (and similarly availability) type of a value is a set of attack scenarios that the integrity (and availability) of the value is resilient to.

The language permits a class to be described as a centralized
definition with no distribution details. We present a high-level sequential operational semantics that model central executions. However, confidentiality types restrict the placement of objects and methods. In particular, a single principal may not be able to host the whole body of a method. Therefore, a method may need to be partitioned and hosted by multiple principals. We present a CPS (continuation-passing style) transformation to partition methods. Further, integrity and availability types require replication of fields and methods on Byzantine quorum systems. We present a distributed operational semantics that model the executions of partitioned and replicated classes. The semantics is parameterized for the placement and replication of the fields and methods.

We present a type inference system to enforce policies for the three trustworthiness properties: confidentiality, integrity and availability. It performs dependency analysis and rejects classes that violate the type specifications. In particular, if a method depends on results from another method, then the former can be at most as available as the latter. The type system provably guarantees that well-typed methods have noninterference for the three properties. For example, an expression does not access objects of higher confidentiality, lower integrity, or lower availability than its type. Further, well-typed methods do not go wrong: they are resilient against Byzantine attacks that are as strong as their types. In particular, if the Byzantine attack is no stronger than the integrity and availability type of a method, then any distributed execution of the method matches its sequential execution.

Given the placement and replication of field objects and methods, the type system can check their adequacy for the type specifications. More importantly, given the type specifications, the type inference system can derive constraints for the placement and replication. Transforming and solving these constraints yields the Byzantine quorum systems that host the fields and and methods of the class. This leads to trustworthy-by-construction distributed systems: the user describes the class with type annotations specifying the trustworthiness policies, and our tool, HAMRAZ, automatically synthesizes a distributed system that assures the policies. HAMRAZ can automatically construct hosting Byzantine quorum systems, and adjust them to the resiliency strength of type specifications. Experimental results on a cluster of nodes show that HAMRAZ generates resilient systems; the resulting systems can gracefully tolerate attacks that are as strong as the specifications.

We will start with an overview in §II. We see the programming model, the lattices of the security types, and quorum systems in §III. Then, we present the partitioning transformations in §IV. Next, we see the operational semantics, the type inference system, and the security guarantee theorems in §V, §VI, and §VII. Then, we consider constraint solving for type inference in §VIII. We describe the implementation and report experimental results in §IX. Finally, we discuss the related works in §X before we conclude in §XI.

In this section, we see a glimpse of security types, partitioning, and the inference of placement and replication.

One-time Transfer. We illustrate these concepts by a simple use-case: one-time transfer: Alice manages the set of servers (or principals) A = \{p_{A1}, p_{A2}, ..., p_{A7}\} and a register object r_1. Similarly, Bob manages the set of principals B = \{p_{B1}, p_{B2}, ..., p_{B4}\} and a register object r_2. The problem is to program a transfer method that lets a client principal p_0 (not Alice or Bob principals) choose to see one of the two registers, and reveals the value of that register to p_0 only once. The system should keep Alice’s register confidential from Bob and vice versa. Further, there are resiliency specifications for the integrity and availability of the system. The system should maintain the integrity of the transfer method to return the correct value even if two of Alice’s principals and one of Bob’s principals are Byzantine. It should also stay available even if one of Alice’s principals and one of Bob’s principals are Byzantine. Byzantine principals are compromised by the adversary and may behave arbitrarily. (A variant where Alice and Bob are not authorized to view the client’s choice is called oblivious transfer and is a use-case in our experiments.)

Centralized Definition. The one-time transfer class OneTimeTrans is shown in Fig. 1.(a). It is a high-level centralized definition with no extra details for distribution. The class has three field objects: Alice’s register r_1, Bob’s register r_2, and the register r that stores whether the client has already read a value. The transfer method takes the client’s choice as a boolean parameter x. It first checks the value of the register r. If it is true, the client has already read a value, and transfer simply returns 0. Otherwise, it sets r to true, and depending on the parity of x, it reads and returns either the value of the register r_1 or r_2.

Security Types. The user can also annotate her program with security types. A type is the triple (c, i, a) of confidentiality c, integrity i and availability a types. (In order to focus the type system on trustworthiness, types do not capture the classical representation types such as Int.) The confidentiality type c of a value is the set of principals that are trusted to access the value. An integrity (and similarly availability) type represents resiliency against certain attacks. A resiliency value \{b\} characterizes all the attack scenarios of the system: for every execution of the system, there is a set b that contains all the Byzantine principals in that execution. The integrity type i of a value is defined as a resiliency \{b\} such that the value is correct even in the face of each Byzantine set b. Similarly, the availability type a of a value is a resiliency \{b\} such that the value is accessible even in the face of each b. For two resiliency values B and B’ , let their join B \sqcup B’ be \{b \sqcup b’ | (b, b’) \in B \times B’\}. Types form a lattice with the weakest and strongest types ⊥ and ⊤. In particular, a resiliency value B is stronger than (or can flow to) another B’ written as B \sqsubseteq B’, if for any attack in B’, there is a stronger attack in B. Let \mathcal{P}_n(S) represent the set of subsets of the set S of cardinality n. For example, \mathcal{P}_2(A) represents the attack
scenario where two principals of the set $A$ can be Byzantine.

**Trustworthiness Policies.** The user specifies the trustworthiness policies as type annotations. The type environment $\Gamma$ in Fig. 1.(a) represents the user type annotations for the `OneTimeTrans` class. The register $r_1$ should be confidential and accessible to only the set of principals $A$ and the client $p_0$. Similarly, $r_2$ should be confidential for $B$ and $p_0$. (The unspecified integrity and availability types are left for type inference as _.) The type of the `transfer` method is a function type $\tau_\text{c}, \tau \rightarrow \tau'$ from the context type $\tau_\text{c}$ and the parameter type $\tau$ to the return type $\tau'$. (As we will see later in § VI, the context type represents the trustworthiness of the calling context. Here, it is simply the type $\tau_0$ as any context. Similarly, the parameter $x$ is not confidential, has complete integrity and availability at the client $p_0$; thus, its type is simply $\tau_0$.) The return type $\tau$ of `transfer` is more interesting. The confidentiality type $c$ is $\{p_0\}$; only the client $p_0$ should be able to call the method. The integrity type $i$ is $P_2(A) \times \bigcup P_1(B)$; it requires the integrity of the return value to be resilient to two $A$ and one $B$ Byzantine principals. Similarly, the availability type $a$ is $P_1(A) \times \bigcup P_1(B)$; it requires the availability to be resilient to one $A$ and one $B$ Byzantine principals. The goal is to automatically partition and replicate the field objects and methods so that the above specifications are satisfied.

**Partitioning.** The method `transfer` calls methods on both registers $r_1$ and $r_2$. However, there is no principal in the sets $A$ and $B$ that is authorized to see the values of both registers. Therefore, in § IV, we adapt the CPS transformation to partition the methods of a class to smaller methods such that each makes at most one call to an object. The result of partitioning the `transfer` method of Fig. 1.(a) is presented in Fig. 1.(b). The `transfer` method is partitioned into six methods. The earlier methods call later ones as tail-calls. The initial method `transfer` and the response method `res` are both hosted at the client $p_0$ to invoke the call and to later receive the return value respectively. (For uniformity, methods with no parameters take a dummy parameter _.) It is critical that the two calls on the two registers $r_1$ and $r_2$ are partitioned into the two separate methods $m_1$ and $m_2$; the type inference places them on separate sets of $A$ and $B$ hosts.

**Replication.** To satisfy the resiliency specifications, the field objects and the methods of the class should be
sufficiently replicated. We apply Byzantine quorum systems for replication. A quorum system $Q$ is a set of quorums; a quorum $q$ is a set of principals that is adequate to properly perform operations. We use two types of quorum systems: communication quorum systems and storage quorum systems. We use the former to communicate and validate method call requests, and the latter to replicate field objects. The placement $M(m)$ of each method $m$ is a pair $(H,Q_c)$: the method $m$ is replicated on the set of hosts $H$ that each execute a call on $m$ if they receive the same call from the communication quorum system $Q_c$. The placement $O(o)$ of each field object $o$ is a triple $(H,Q_s,Q_e)$: the object $o$ is replicated on the set of hosts $H$ with the the storage quorum system $Q_s$ that executes a method call on $o$ if it receives the same call from the communication quorum system $Q_c$.

Consider a quorum system $Q = \{q\}$ and a set of Byzantine principals $b$. As we will see in § III, for the availability of $Q$, at least one $q$ should not intersect with $b$. For the integrity of $Q$ as a storage system, the intersection of every pair of quorums $q_1$ and $q_2$ should not be contained in $b$, and for the integrity of $Q$ as a communication system, no $q$ should be contained in $b$. The placements $O$ and $M$ for the OneTimeTrans class are shown in Fig. 1.(d). (We will see below how these placements can be inferred from the specified policies.) The notation $S_{i..j}$ denotes the set $\{p_{s_1}, \ldots, p_{s_j}\}$. As an example, assume that we expect resiliency to two Byzantine principals in $A$. The storage quorum system $Q_s$ for the register $r_1$ is $P_3(A)$, subsets of $A$ of size 5. The set $A$ has 7 principals. Thus, there is always a quorum (a subset of $A$ with size $7 - 2 = 5$) of non-Byzantine principals. Therefore, $Q_s$ preserves its availability. Further, any pair of quorums intersect in at least $2 \times 5 - 7 = 3$ principals. Therefore, there is at least $3 - 2 = 1$ non-Byzantine principal in the intersection, and $Q_s$ preserves its integrity. The communication quorum system $Q_c$ for $r_1$ is $P_3(A)$, subsets of $A$ of size 3. Therefore, there is at least $3 - 2 = 1$ non-Byzantine principal in every quorum. Thus, every call request received from a quorum is valid, and $Q_s$ preserves its integrity.

We now consider a distributed execution with the given placements, and then consider placement inference.

**Replication Semantics.** An example execution fragment from the method call $m_3(true)$ to $m_1$ and finally $res$ is shown in Fig. 1.(e). The two principals $p_{AS}$ and $p_{B2}$ are Byzantine. The method $m_3$ is hosted on $B_{2..4}$. The non-Byzantine hosting principals of $m_3$ (i.e., $p_{B3}$ and $p_{B4}$) execute $r.write(true)$ and the then branch of the subsequent expression to call $m_1$. They send request messages to call $m_1$ to the hosting principals of $m_1$ that are $A_{2..5}$. A call to $m_1$ is executed only when the request is received from a quorum in $P_2(B)$ (that is two B principals). Since there are enough non-Byzantine hosts for $m_3$, enough requests are received at hosts of $m_1$, and its non-Byzantine hosts (i.e., $p_{A2}, p_{A3}$ and $p_{A4}$) execute $m_1$. The method $m_1$ reads the register $r_1$ and calls the method $res$ with the read value. A call to $res$ is executed only when the request is received from a quorum in $P_3(A) \cup P_2(B)$. In this case, three $A$ principals make a quorum, and $res$ is finally executed at the client $p_0$ with the value of the first register. We note that the quorums $P_3(B)$ in the communication quorum system of $res$ are used when the method $m_2$ calls $res$.

**Type and Placement Inference.** The user-specified type for the return value of transfer is $\tau$. Therefore, the return type and the parameter of the response method $res$ are expected to be of type $\tau$. Given the type specification of the method $res$, and the user type annotations in $\Gamma$, the type inference system can infer the types of the other methods. Further, it can infer the placement for the field objects and the methods. We will see the type inference system in § VI. The inferred type of each method and expression in Fig. 1.(b) is written in front of it in Fig. 1.(c). The inferred placements $O$ and $M$ are shown in Fig. 1.(d). We look at a few steps that infer the storage quorum system of the object $r_1$, the communication quorum system of the method $res$, and the hosts of the method $m_1$.

**Storage Quorum Inference.** The type of the parameter $x$ of the method $res$ is $\tau$. The integrity and availability components of $\tau$ are $i = P_3(A) \times \cup P_1(B)$, and $a = P_1(A) \times \cup P_1(B)$. The method $m_1$ calls $res$ with the argument $x'$. The integrity $i_{x'}$ of the argument $x'$ should be stronger than the integrity $i$ of the parameter $x$, i.e., $i_{x'} \subseteq i$. The variable $x'$ in $m_1$ binds the return value of a call to the object $r_1$. Therefore, the integrity $i_{r_1}$ of $r_1$ should be stronger than the integrity $i_{x'}$ of $x'$, i.e., $i_{r_1} \subseteq i_{x'}$. The integrity of $r_1$ is determined by the quorum system $Q_s$ that stores it. By the transitivity of the above relations, the integrity $i_{Q_s}$ of $Q_s$ should be stronger than the integrity $i$ above, i.e., $i_{Q_s} \subseteq i$. A similar argument for the availability $a_{Q_s}$ of $Q_s$ yields $a_{Q_s} \subseteq a$. Further, according to the confidentiality of $r_1$, $Q_s$ should be stored on only the $A$ principals. Therefore, the integrity of $Q_s$ should be resilient to 2 Byzantine principals, and the availability of $Q_s$ should be resilient to 1 Byzantine principal.

What is the size $s$ of the subset of $A$ that hosts $Q_s$? Further, what is the quorum system $Q_s$? The quorum system $Q_s$ will be $P_n(A_{1..s})$. For integrity, the quorums should have a non-Byzantine intersection. Thus, we should have $2 \times n - s > 2$. For availability, there should be a non-Byzantine quorum. Thus, we should have $s - 1 \geq n$. A solution to these constraints is $s = 7$ and $n = 5$. As Fig. 1.(d) shows, the storage quorum system $Q_s$ for $r_1$ is $P_3(A)$ (as $A_{1..7}$ is obviously equal to $A$).

**Communication Quorum Inference.** The integrity type of the parameter $x$ of $res$ is $i = P_2(A) \times \cup P_1(B)$. The quorum system $Q_c$ that receives calls to $res$ should have stronger integrity than the parameter. Thus, its integrity should be resilient to 2 $A$ and 1 $B$ Byzantine principals. Therefore, the quorums in $Q_c$ should have at least $2 + 1 = 3$ principals from $A$, or $1 + 1 = 2$ principals from $B$. Therefore, as the placement $M$ in Fig. 1.(d) shows, $Q_c$ is $P_3(A) \cup P_2(B)$.

**Host Inference.** Now, let us consider the hosting principals of $m_1$. Since $m_1$ calls a method on $r_1$, and $r_1$ is confidential for $A$, the method $m_1$ can be hosted on only $A$ principals. The method $m_1$ calls $res$. As we just saw, the quorum system $Q_c$ of $res$ receives a call from $A$ subsets of size $3$. The type of the parameter $x$ of $res$ is $\tau$, and the availability component of $\tau$ is $a = P_1(A) \times \cup P_1(B)$. The parameter should be available if one principal in $A$ is Byzantine. To satisfy the availability of
new operators $\sqsubseteq, \sqcap, \sqcup, \sqtriangleright$, and $\sqtriangleleft$ on quorum systems and resiliency values. A resiliency value $B$ is stronger than (or can flow to) another $B'$, written as $B \sqsubseteq B'$ iff for every set $b' \in B'$, there is a set $b \in B$ such that $b \subseteq b'$. We say that a Byzantine attack $b$ is subsumed by a resiliency value $B$ iff $B \sqsubseteq \{b\}$. Finally, $B \sqcap B' = \{b \cup b' \mid (b, b') \in B \times B'\}$ and similarly, $B \sqcup B' = \{b \cap b' \mid (b, b') \in B \times B'\}$.

**Method and Object Placement.** A method placement $P$ is a mapping from each method $m$ to a pair $\langle H, Q_b \rangle$ where $H$ is the set of principals that hosts $m$, and $Q_b$ is the communication quorum system for requests to call $m$. A host $h$ in $H$ executes a call to $m$ only if it receives the call with the same argument from a quorum $q$ in $Q$. An object placement $O$ is a mapping from each object $o$ to a triple $\langle H, Q_s, Q_e \rangle$ where $H$ is the set of principals that hosts $o$, $Q_s$ is the storage quorum system that serves calls to $o$, and $Q_e$ is the communication quorum system to request calls on $o$. A method call on $o$ is executed by a quorum in $Q_s$ only if they receive the same call from a quorum in $Q_e$. (We will see more details of the operational semantics in § V.)

**Security Types.** A type $\tau$ is a tuple $\langle c, i, a \rangle$ where $c$ is the confidentiality, $i$ is the integrity, and $a$ is the availability type.

**Confidentiality.** The confidentiality type $c$ of a value is the set of principals that are trusted to access the value. A confidentiality type $c$ is less than (or can flow to) another $c'$, written as $c \sqsubseteq c'$, iff $c \subseteq c'$. As Fig. 3.(a) shows, information can flow from low confidentiality $c$ to high confidentiality $c'$. Assume that the confidentiality type of $x$ is $c_x = \{p_1, p_2\}$ and the confidentiality type of $x'$ is $c_{x'} = \{p_1\}$. The flow from $x$ to $x'$ leaks no information, but the flow from $x'$ to $x$ can leak a secret in $x'$ to $p_2$. Confidentiality types form a lattice where join $\sqcup$ is $\cap$, meet $\sqcap$ is $\cup$, $\perp$ is $P$ and $\top$ is $\emptyset$.

**Integrity.** The integrity type $i$ of a value is defined as a resiliency $\{b\}$ such that the value is correct even in the face of each Byzantine attack $b$. We say that an integrity type $i$ is stronger than (or can flow to) another $i'$ if $i \sqsubseteq i'$. (We saw the definition of $\sqsubseteq$ on resiliency values above.) Intuitively, larger Byzantine sets $b$ represent more integrity. As Fig. 3.(b) shows, information can flow from high integrity $i$ to low integrity $i'$. Assume that the integrity type of $x$ is $i_x = \{\{p_1\}, \{p_2\}\}$ and the integrity type of $x'$ is $i_{x'} = \{\{p_1, p_2, p_3\}\}$. The variable $x$ preserves its integrity even if $p_1$ or $p_2$ are Byzantine. The variable $x'$ preserves its integrity even if $p_1, p_2$ and $p_3$ are Byzantine. Thus, $i_{x'} \sqsubseteq i_x$. The flow from $x'$ to $x$ preserves the integrity of $x$. However, the flow from $x$ to $x'$ can violate the integrity of $x'$ if both $p_1$ and $p_2$ are Byzantine, or $p_3$ is Byzantine. Integrity types form a lattice where join $\sqcup$ is $\times \cap$, meet $\sqcap$ is $\cap \times$ and $\top$ is $\emptyset$.

**Availability.** Similar to integrity, the availability type $a$ of a value is defined as a resiliency $\{b\}$ such that the value is accessible even in the face of each Byzantine attack $b$. We say that an availability type $a$ is stronger than (or can flow to) another $a'$ if $a \sqsubseteq a'$. As Fig. 3.(c) shows, information can flow from high availability $a$ to low availability $a'$. Similar to
integrity, if we have $a_{x'} \subseteq a_x$, the flow from $x'$ to $x$ preserves the availability of $x$ but not vice versa. Availability types form a lattice where join $\cup$ is $\times_{\pi}$, meet $\cap$ is $\times_{\cup}$, $\perp$ is $\{P\}$ and $\top$ in $\{\emptyset\}$. We note that no resiliency is represented as $\emptyset$. An integrity or availability type is expected to be non-empty.

We represent and analyze integrity and availability types separately. However, an available value is often usable only if it has integrity. To assure availability of a correct value, the Byzantine set should be subsumed by both the integrity and availability types. Therefore, as Fig. 1.(a) shows, the integrity type is often stronger than the availability type.

**Type.** A type $\tau = \langle c, i, a \rangle$ is a subtype of another type $\tau' = \langle c', i', a' \rangle$, written as $\tau \subseteq \tau'$, iff $c \subseteq c'$, $i \subseteq i'$ and $a \subseteq a'$. We note that with the lattice (and flow) direction defined for integrity and availability above, all the three type components are co-variant. Intuitively, the super-type has more confidentiality, less integrity and less availability. A type can be implicitly up-cast to a super-type. If $\tau_x \subseteq \tau_x'$ then it is safe for the data from $x$ to flow into $x'$. Types form a lattice with the expected point-wise definitions for $\cup$, $\cap$, $\perp$ and $\top$ on the lattices of their three components.

**Resiliency of Quorum Systems.** First, we consider the integrity of communication and storage in turn. Then, we consider the availability of quorum systems.

**Integrity of Communication Quorum Systems.** Communication quorum systems are used to deliver a message to a target principal. Sender principals echo the message, and the target principal delivers it only if it receives the same message from a quorum. Thanks to the redundancy in the messages, the delivered message has integrity even if only one of the senders is a non-Byzantine principal. The integrity of a communication quorum system $Q = \{q\}$, written as $\text{CIntegrity}(Q)$, is the resiliency $B = \{b\}$ where the Byzantine sets $b$ are the maximal subsets of the set of principals $P$ such that for each $b$, there is no quorum $q$ that is a subset of $b$.

**Integrity of Storage Quorum Systems.** Storage quorum systems are used to store and retrieve objects. To store a value for the object, at least a quorum should store it, and to retrieve its value, at least a quorum should retrieve the same value. In order to retrieve the latest stored value, it is crucial that the two quorums have a non-Byzantine principal in their intersection. The integrity of a storage quorum system $Q = \{q\}$, written as $\text{SIntegrity}(Q)$, is the resiliency $B = \{b\}$ where the Byzantine sets $b$ are the maximal subsets of the set of principals $P$ such that for each $b$, the intersection of every pair of quorums $q_1$ and $q_2$ is not a subset of $b$.

**Availability of Quorum Systems.** Given a set of hosts $H$ for a quorum system $Q = \{q\}$ and a set of Byzantine principals $b$, consider a quorum $q$ that is tasked with the execution of an operation. The quorum $q$ can perform the operation if all of its members are in $H$ and none of them are in $b$. Therefore, $Q$ is available if at least one of its quorums $q$ is a subset of $H$ and doesn’t intersect $b$. The availability of a set of hosts $H$ for a quorum system $Q = \{q\}$, written as $\text{Availability}(Q, H)$, is the resiliency $B = \{b\}$ where the Byzantine sets $b$ are the maximal subsets of the set of principals $P$ such that for each $b$, there is at least one quorum $q$ that is a subset of $H$ and doesn’t intersect $b$.

We note that as a quorum system is a set of quorums, the classical labels that represent one set of principals are not enough to capture its integrity and availability.

**IV. Partitioning**

A method of a class can execute multiple calls on its field objects. A principal that hosts a method should be more confidential than all the objects that it accesses. Such a principal might not exist. For example, in our running example, the one-time transfer class $\text{OneTimeTrans}$ in Fig. 1.(a), the method $\text{transfer}$ calls methods on both objects $r_1$ and $r_2$. However, there is no principal (except the client) that is confidential enough to access both objects. Further, placing more methods on more confidential principals can cause imbalance for the computation load across principals. Therefore, as the first step for resilient replication, we partition the methods of the class into smaller methods such that each method makes at most one object-method call. When methods make at most one object-method call, they provide maximum flexibility for their placement and replication during the type inference.

We perform partitioning in two steps: we first factor the object-method calls by an adaptation of the CPS transformation, and then split the methods.

**Factoring Object-method Calls.** We first transform expressions $e$ (that we saw in Fig. 2) to factored expressions $c$ as defined in Fig. 4.(a). In a factored expression $c$, object-method calls are lifted as explicit call expressions $call x := o.m(f)$ where the expressions $f$ are free of object-method calls. As an example, Fig. 4.(b) shows the factored representation of the body of the $\text{transfer}$ method that we saw in Fig. 1.(a). The object-method call $r\text{.read()}$ is lifted to the beginning of the body. Similarly, $r_1\text{.read()}$ and $r_2\text{.read()}$ are lifted to the beginning of their enclosing branches of the if statement. Factoring is performed in two steps: First, we perform a CPS transformation to make object-method calls and their evaluation order explicit. Object-method calls are translated to explicit call expressions, and their call-by-value order of evaluation is made explicit as nested call expressions. Second, once the call expressions are captured, we apply $\beta$-reduction to remove redundant lambda abstractions.

**CPS Transformation.** The CPS transformation is presented in Fig. 4.(c). The rules for values $v$ and $\perp$, variables $x$, and operations $\otimes$ are straightforward. The rule for the if expression applies the transformation to the condition and the branches in order. The rule for the sequence expressions $x := e_1; e_2$ first evaluates the first expression $e_1$, and then passes its result as $x$ to the second expression $e_2$ and evaluates it. The rule for this-method calls $m(e)$ evaluates the argument $e$ before calling the method $m$. Similarly, the rule for object-method calls $o.m(e)$ evaluates the argument $e$ first. More importantly, it converts $o.m(e)$ to an explicit call expression $call x_2 := o.m(x_1)$ in $k\cdot x_2$ instead of directly passing it to the continuation $k$ as $k\cdot o.m(x_1)$. The explicit call expressions preserve object-method calls and their order after $\beta$-reductions.
that translate a factored expression one calls at most one object-method call. each this-method into multiple this-methods such that each free variables removed. Further, the evaluation order of x call λ abstractions to pass continuations and make the tive and restore a concise representation.

We note that the with free variables should be passed as parameters to m'. Thus, the call expression is translated to the this-method call m'(X'″). If the translated call expression is part of a larger expression, the resulting this-method call m'(X'″) can inductively become a leaf expression of the body of the this-method that is generated for the larger expression. Thus, calls to the generated this-methods appear only as tail-calls. The rule If inductively splits the branches of the if expression and results in an if statement that is free of object-method calls. The rule FExp simply translates an f expression to the tuple of itself, its free variables FV(f) and no new this-methods. The rule METHOD splits a this-method, and the rule CLASS splits each this-method of a class.

As an example, applying the splitting transformation to the factored expression in Fig. 4(b) results in the split methods in Fig. 1(b). Starting from the leaf expressions, the two branches of the inner if expression are split to the two methods m1 and m2. This split is crucial to the enforcement of the confidentiality policies. The objects r1 and r2 can be accessed by only the principals A and B respectively. After the split, the methods m1 and m2 can be separately placed on A and B principals. Next, the then branch of the outer if expression is split to the method m3. We note that there is only one object-method call at the beginning of each generated method. Next, the outer if expression is split to the method m4 where the object-method call r.read() is at the top. Finally, the body of the top-level this-method transfer is translated to a call to m4.

We note that partitioning allows maximum flexibility for placement inference; however, if a caller and a callee are placed on the same hosts, the call can be inlined. We also note that partitioning results in non-blocking methods where a call to the method immediately returns, and the return value is later passed by a callback method (e.g. res). If needed, a non-blocking method can be made blocking by simply waiting for the callback using standard synchronization mechanisms.

V. OPERATIONAL SEMANTICS

In the previous section, we saw how the methods of a class are partitioned. In this section, we present the operational semantics of these classes. We first present a baseline sequential semantics and then present a distributed semantics that replicates both objects and methods, and marshals call requests between quorums of hosts.

Sequentia...
is the pair $(e, S)$ where $e$ is an expression, and $S$ is a mapping from objects $o$ to their encapsulated states $s$. A reduction context $R$ captures the next expression to be reduced. The sequential operational semantics is presented in Fig. 7. The transitions are straightforward. We saw in the previous section that after partitioning, this-method calls appear only as tail-calls. Thus, in the rule SThisCall, this-method calls do not need a context $R$. For brevity, we use $\_\_$ in the place of symbols that are unused and stay the same in the transition. (In order to factor the reduction context, an extra rule could be added. For the next semantics, yet another rule would be needed to factor the context for multiple principals. The current representation with explicit contexts seems to be more concise.)

**Distributed Semantics.** The distributed state is the triple $(P, S, N)$. As defined in Fig. 6, the principal states $P$ is a map from principals to their states. The state of a principal is the expression $e$ that it is executing, the identifier $id$ of the call that is being executed, and the number of calls $n$ that have been executed by this call. Consider the call tree rooted at the initial method call. The unique identifier of a call is the list of the branch numbers in the path from the initial method call to that call. The object state $S$ is a map from objects $o$ to pairs $(s, r)$ where $s$ is the state of $o$, and $r$ is the recorded calls, a map from call identifiers to their return values. Consider a this-method $m()$ that calls an object-method $o.m()$. Since $m()$ is replicated on multiple principals, multiple requests to execute $o.m()$ with the same identifier can be issued. To avoid duplicate execution of object-method calls, the storage quorum system of an object $o$ not only keeps its state $s$ but also a record $r$ of the previously executed calls and their return values. The network $N$ keeps pending request messages to execute this-method calls. It is a mapping from tuples $(p, id, m, v)$ to a set of principals $q$ (or $\_|\_$), where $p$ is the receiver principal, $id$ is the identifier of the call, $m$ is the method requested to be called, $v$ is the argument, and $q$ is the set of sender principals that requested the call. The value of the mapping is $\_|\_$ when the requested call is already processed and should not be reprocessed. A transition label and a sequence of labels are denoted as $l$ and $L$ respectively.

Fig. 8 defines the distributed operational semantics that models the runtime system. It is parametric in terms of a class $C = (\vec{p}, \overrightarrow{\vec{a}})$, the method and object placements $M$ and $O$, and the set of Byzantine hosts $B$. We say that the resiliency of a system is $\{b\}$ if it is resilient in all executions of all instantiations of the operational semantics with a $B$ where $\{b\} \subseteq \{B\}$, that is a $B$ that is a subset of a $b$. Thus, in the theorems of § VII, $B$ is universally quantified.

The rules OP, SEQ, IFTHEN and IFEELSE make local transitions and are similar to their sequential counterparts.

**This-method calls.** The rule ThisCall reduces a this-method call $m(v)$ on a principal $p$. Let the identifier of the method call that is currently being executed be $id$, and the number of calls that it has executed be $n$. Thus, the identifier of the new method call is $id :: n$. Let the placement of $m$ be the set of principals $\{p\}$. A request message from the sender $p$ to execute the method $m$ with identifier $id :: n$ and argument $v$ is sent to every receiver $p'$. For each receiver $p'$, the principal $p$ is added to the set of senders $q$. As we saw in § IV, after partitioning, this-method calls appear only as tail-calls. Thus, they transfer control to the hosts of the callee, and the new expression of the hosting principal $p$ of the caller becomes the none value $\_|\_$ which denotes that $p$ can execute another this-method call. We saw an example of this-method calls in Fig. 1.(e). The non-Byzantine hosting principals of $m_3$ (i.e., $p_{B3}$ and $p_{B4}$) issue a call to $m_1$. They send call request messages to the hosting principals of $m_1$ (i.e., $A_{2,5}$).

The rule ThisCallEXEC executes a this-method call if request messages from a quorum are received. The receiving principal $p$ is not processing any calls as its current expression is none $\_|\_$. Let the communication quorum system for the method $m$ be $\{q\}$. If the set of requesting principals $q'$ to call $m(v)$ (with the same identifier) is a superset of a quorum $q$, the current expression of $p$ becomes the body $e$ of $m$ after the parameter $x$ is substituted with the argument $v$. Finally, the processed request message is mapped to $\_|\_ \_\_\_$ to prevent duplicate executions. We saw an example in Fig. 1.(e). The communication quorum system for $m_1$ is $P_3(B)$; a quorum should have at least two $B$ principals. The non-Byzantine hosts of $m_1$ (i.e., $p_{A2}, p_{A3}$ and $p_{A4}$) executed $m_1$, since each received the request from a quorum.

The rule ThisCallBYZ models the behavior of Byzantine principals that can arbitrarily change their state, and send arbitrary call requests to arbitrary principals. However, thanks to authentication upon receiving messages, they cannot send a...
message on behalf of another principal. (A step by a Byzantine principal to impersonate another Byzantine principal can be simulated as two consecutive steps by the two principals.)

Object-method calls. The rule OBJCALL executes an object-method call \( o.m(v) \). Let the storage quorum system of \( o \) be \( Q_s \), and the communication quorum system of \( o \) be \( Q_c = \{q\} \). If (1) a set of principals \( \{p\} \) that are a superset of a communication quorum \( q \) call the object-method, (2) the set of Byzantine principals \( B \) cannot compromise the integrity and availability of the storage system \( Q_s \), and (3) the method call is not already executed, i.e., it is not in the recorded calls \( r \), then the method call is executed on the current state \( s \) of \( o \). The resulting state \( s' \) is stored, and the return value \( v' \) is recorded in \( r \) for the identifier of the caller. The method call is evaluated to the value \( v \) in each of the principals in \( \{p\} \). Object-method calls block for the return value, and are unblocked once a quorum of principals make the same call, and the call is executed. The rule OBJRECALL reduces an object-method call that is already executed (when the storage system is not compromised). It retrieves the return value from the recorded calls \( r \). The rule OBJCALLBYZ models the execution of an object-method call when the set of Byzantine principals is large enough to compromise the integrity of the storage system. In this case, the call returns an arbitrary value.

VI. Information Flow Type System

In this section, we present the information flow type inference system and its guarantees. Instances of a well-typed class preserve their type specifications for confidentiality, integrity, and availability at run time.

We present the type inference system in Fig. 9. Given a class \( C \), it yields constraints \( C \) on types and placements. The judgments are of the form \( \Gamma, O, M \vdash C \), which states that the class \( C \) is well-typed under the type environment \( \Gamma \), and the placements \( O \) and \( M \) for the field objects and methods of \( C \), if the constraints \( C \) are satisfied. (The judgments of the corresponding type checking system is \( \Gamma, O, M \vdash \top \). Instead of yielding constraints, it would simply check the same conditions.) The typing judgments for an object field \( o \) and a method definition \( d \) are \( \Gamma, O, M \vdash o, C \) and \( \Gamma, O, M \vdash d, C \) respectively. The typing judgments for an expression \( e \) is \( \Gamma, O, M, \mathcal{H}, \tau_e \vdash e, C \) where \( \mathcal{H} \) is the set of hosts that replicate the execution of \( e \), and \( \tau_e \) is the type of the context under which \( e \) is executed. The context type \( \tau_e = (e_x, i_x, a_x) \) captures the implicit information flow. The context confidentiality type \( c_x \) represents the information that can be learned from the fact that the execution has reached the current expression \( e \). Similarly, the context integrity type \( i_x \) represents the integrity of the information that determines the control flow to the current expression \( e \). The conditions of the if expressions that enclose \( e \) determine its context confidentiality and integrity types. The context availability type \( a_x \) represents the availability of the information that the control flow requires to reach the current expression \( e \). The conditions of the if expressions that enclose \( e \), and the sequence expressions that precede \( e \) determine its context availability type.

The type environment \( \Gamma \) is a mapping from variables \( x \) and objects \( o \) to types \( \tau \), from this-methods \( m \) to function types \( \tau_x, \tau \rightarrow \tau' \), and from object-methods \( o.m \) to function types \( \tau \rightarrow \tau' \), where \( \tau_x \) is the context type, \( \tau \) is the parameter type, and \( \tau' \) is the return type. The interfaces that objects expose
Fig. 9: Information Flow Type Inference System

can be called from any context. Thus, the type of their context parameter is \( \top \) and is elided in an object interface.

**Values, Variables, Operations, and Sequences.** The rule VALT simply type-checks a value \( v \) as \( \bot \), and the rule VART type-checks a variable \( x \) according to the environment \( \Gamma \). The rule OPT type-checks an operation \( e_1 \oplus e_2 \) as a (super-type of) the join of the types of the operands. Similarly, the rule SEQT type-checks a sequence \( x := e_1; e_2 \) as the join of the types of the two operands. However, to type-check \( e_2 \), the type environment maps \( x \) to the type of \( e_1 \), and the availability of the context is reduced by the availability of \( e_1 \). The intuition is that \( e_2 \) cannot be evaluated if \( e_1 \) is unavailable.

**Conditionals.** The rule IFT type-checks a conditional expression as the join of the types of the condition and the branch expressions. To type-check the branch expressions, the given context type \( \tau_x \) is joined with the type \( \tau_0 \) of the condition expression \( e_0 \). The intuition is that \( e_0 \) implicitly flows to the branches. The fact that a branch is executed can leak the value of \( e_0 \). Therefore, the context confidentiality is increased by the confidentiality of \( \tau_0 \). Further, the choice of the right branch is dependent on the integrity of \( e_0 \). Therefore, the context integrity is reduced by the integrity of \( \tau_0 \). Further, the branches cannot be evaluated if \( e_0 \) is unavailable. Therefore, the context availability is reduced by the availability of \( \tau_0 \).

**Method Calls.** The rule THISCALLT type-checks a this-method call \( m(e) \). It first type-checks the argument \( e \) as \( \tau \), and then retrieves the type \( \tau'_{\tau_0} \rightarrow \tau_2 \) of \( m \) from the environment \( \Gamma \), where \( \tau' \) is the context parameter type, \( \tau_1 = \langle e, a_1 \rangle \) is the parameter type, and \( \tau_2 \) is the return type of the method. It then checks that the current context type \( \tau_x \) is a subtype of the context parameter type \( \tau' \). It also checks that the argument type \( \tau \) is a subtype of the parameter type \( \tau_1 \). In addition, it checks that the current context type \( \tau_x \) is a subtype of the object type \( \tau_x \). The intuition is that the argument can implicitly flow confidential information from the context (e.g. the enclosing conditionals) to the callee, and the integrity and availability of the context can affect the integrity and availability of the argument. Finally, the rule checks that the current hosts \( H \) that send the argument for the call to \( m \) meet the availability specification \( a_1 \) of the parameter. More precisely, let \( Q \) be the communication quorum system that an argument for a call to \( m \) is accepted from. If \( Q \) is restricted to \( H \), then it should be more available than \( a_1 \).

The rule_OBJCALLT type-checks an object-method call \( o.m(e) \). It is similar in structure to THISCALLT with two differences. First, it does not include the constraint on context types since the context parameter type of an object-method is implicitly \( \top \). Second, the hosts \( H \) should be confidential enough to observe the return value.

**Methods.** The rule METHODT type-checks a method definition \( m(x) := e \). It first retrieves the type \( \tau_{\tau_1} \rightarrow \tau_2 \) of \( m \) from the given environment \( \Gamma \). It then type-checks the body \( e \) under the context type \( \tau_{x} \), and the environment \( \Gamma \) extended with \( x \) typed as \( \tau_1 \). The resulting type \( \tau \) of \( e \) has to be a subtype of the return type \( \tau_2 \). Further, the parameter type \( \tau_1 \) has to be a subtype of the return type \( \tau_2 \). This makes a this-method call have a stronger type than its argument. Further, the hosting principals \( H \) should be more confidential than \( c_1 \) and \( e_x \) because the hosts can learn confidential information in the argument and about the context from the fact that the call is made. Finally, the communication quorum system that accepts the arguments for \( m \) should provide more integrity than the integrity \( i_1 \) that the parameter expects.

**Field Objects.** The rule FIELDT checks the following conditions for an object \( o \). (1) Let \( \langle c, i, a \rangle \) be the type of \( o \) in
the environment \( \Gamma \). The rule checks that \( c \) is a lower bound for the confidentiality, and \( i \) and \( a \) are higher bounds for the integrity and availability of the parameters and return values of the methods \( m \) of \( o \). (These bounds are used to state the non-interference properties in the next section.) (2) Let \( H \) be the hosts for the the storage quorum system \( Q_o \) of \( o \). (2.1) The rule checks that the hosting principals \( H \) are confidential enough to host the methods of \( o \). More precisely, it checks that the join (i.e., intersection) of the confidentiality of the return values \( c_m \) can flow to (i.e., is a superset of) \( H \). (2.2) Further, in order to host \( o \), \( Q_o \) should provide more integrity and availability than the integrity \( i_m' \) and availability \( a_m' \) that the return value of each method \( m \) is expected to have. (3) Let \( Q_e \) be the communication quorum system that the arguments of \( \text{method calls on } o \) are accepted from. \( Q_e \) should provide more integrity than the integrity \( i_m \) that the parameter of each method \( m \) expects.

Class. The rule CLASST type-checks a class \( \langle \sigma, \pi \rangle \) by type-checking each object \( o \) and method \( m \).

VII. SECURITY AND RESILIENCE GUARANTEES

The type system guarantees non-interference for confidentiality, integrity and availability of methods of well-typed classes. Further, their integrity and availability types characterize their resilience to Byzantine attacks. In this section, we will see that if a method is typed, it enjoys non-interference from objects of super-types, and resilience to Byzantine attacks of sub-types. After basic definitions, we first look at the non-interference theorems and then the resilience theorems. The proofs are available in the appendix § XIV.

The partitioning process splits methods to a sequence of methods. In the initial state, the client invokes the first method in that sequence that we call the initial method.

Definition 1 (Initial method): The initial (or client) method \( m_0 \) is a method that is hosted on a non-Byzantine (client) principal \( p_0 \) and can be directly invoked by \( p_0 \). More precisely, if \( B \) denotes the set of Byzantine principals, and \( M \) denotes the method placement, then \( p_0 \not\in B \) and \( M(m_0) = \{ \{ p_0 \}, \{ \} \} \).

Definition 2 (Initial distributed state): In the initial distributed state, \( p_0 \) calls \( m_0 \) with the initial argument \( v_0 \), the objects have their initial states, and the set of messages in the system is empty. More precisely, the initial distributed state is \( \{P_0, S_0, \emptyset\} \) where \( P_0 = \{ p \mapsto \{ \emptyset, 0, 0 \} \} \) \( p \mapsto \{ m_0(v_0), 0, 0 \} \), \( S_0 = \{ o \mapsto \{ S_0(o), \emptyset \} \} \), where \( S_0(o) \) is the initial state of \( o \).

To state properties over only a subset of objects in the maps \( \mathcal{O} \) and \( \mathcal{S} \), we project them over the three type kinds.

Definition 3 (Projection over types): Given a typing environment \( \Gamma \), and a map \( M \) on the objects domain, the projection of \( M \) over a confidentiality \( c \) restricts the domain of \( M \) to objects with confidentiality less than \( c \) in \( \Gamma \). More precisely, \( M \mid [c = M] \{ o \} \mid \{ c' \mapsto \{ c', \_ \} \} := \{ o \mid c'(c') \subseteq c \} \). Similarly, the projection of \( M \) over an integrity \( i \) restricts the domain of \( m \) to objects with integrity more than \( i \). The projection over an availability \( a \) is similarly to objects of more availability than \( a \).

More precisely, \( M \mid [c = M] \{ o \} \mid \{ i \mapsto \{ i', \_ \} \} := \{ o \mid \{ i' \mid \subseteq i \} \} \) and \( M \mid [a = M] \{ o \} \mid \{ a \mapsto \{ a' \} \} := \{ o \mid a' \subseteq a \} \).

We lift the integrity of storage quorum systems, \( \text{Integrity} \), to object placements \( \mathcal{O} \), as the join of \( \text{Integrity} \) of the storage systems of all the objects in \( \mathcal{O} \). More precisely, \( \text{Integrity}(\{ o \mid \{ o \} \}) = \bigcup \text{Integrity}(\mathcal{Q}) \).

Non-Interference. The type that the type system associates with a method \( m \) captures the trustworthiness of the objects that it accesses. If the return type of \( m \) is \( \tau \), then \( m \) accesses only objects that are typed as sub-types of \( \tau \), and enjoys non-interference from objects that are typed as super-types of \( \tau \). In fact, there is non-interference even if the super-type relation holds only for one of the three type components. If the type system associates a confidentiality type with (the return value of) \( m \), then calls to \( m \) don’t access objects of higher confidentiality. Similarly, if the type system associates an integrity or availability type with \( m \), then calls to \( m \) don’t access objects of lower integrity or availability. Changing the state of these objects doesn’t interfere with the return value.

Confidentiality. Assume that the client method is type-checked with the confidentiality type \( c \). Let \( O_i \) be the objects that are less (or as) confidential than \( c \). The following non-interference theorem states that if two state maps \( S_1 \) and \( S_2 \) have the same states for the objects \( O_i \), and the integrity of \( O_c \) is not compromised by the Byzantine principals \( B \), then any two executions with \( S_1 \) and \( S_2 \) that return a value to the client, return the same value. The integrity of the objects is required since a compromised object that loses integrity can behave non-deterministically.

Theorem 1 (Non-interference): For all \( \Gamma, \mathcal{O}, M, C, \mathcal{B}, c, i, a, S_1, S_2, P_{1}, P_{2}, \mathcal{L}, v \) and \( v' \), if \( \Gamma, \mathcal{O}, M \mid C \) and \( \Gamma(m_0) = \_ \rightarrow \langle \_ \rangle, i, a \rangle \), and either

- \( S_1 \mid [C = S_2] \rightarrow \langle \_ \rangle, i, c \rangle \), and \( \text{Integrity}(\mathcal{O} \mid \_ \rangle, c) \subseteq \{ B \} \), or
- \( S_1 \mid [C = S_2] \rightarrow \langle \_ \rangle, i, a \rangle \), and \( \text{Integrity}(\mathcal{O} \mid \_ \rangle, a) \subseteq \{ B \} \), or
- \( \langle P_o, S_1, \emptyset \rangle \rightarrow \langle P_{1}, \_ \rangle, \_ \rangle \), and \( \langle P_o, S_2, \emptyset \rangle \rightarrow \langle P_{2}, \_ \rangle, \_ \rangle \), then \( v = v' \).

The proof is by induction on the steps. For confidentiality, every step preserves the invariant that both the expressions in non-Byzantine principals, and the requested this-method calls in messages are less confidential than \( c \). Thus, only objects that are less confidential than \( c \) are accessed. Further, these objects are assumed to have the same state in \( S_1 \) and \( S_2 \), and preserve integrity. Therefore, object-method calls behave deterministically and return the same value in the two executions, which in turn preserves the equality of the expression of every non-Byzantine principal in the two executions.

Integrity. Assume that the client method is type-checked with the integrity type \( i \). Let \( O_i \) be the objects with integrity more than \( i \). The above non-interference theorem states that if two state maps \( S_1 \) and \( S_2 \) have the same states for the objects \( O_i \), and the integrity of \( O_i \) is not compromised by the Byzantine principals \( B \), then any two executions with \( S_1 \) and \( S_2 \) that return a value to the client, return the same value.
Availability. Similarly, the above theorem states non-interference for availability. If a method is type-checked with the availability type \( a \), then different states for objects that are less available than \( a \) cannot interfere with the return value.

Resilience. Well-typed classes are resilient to Byzantine principals. In particular, the integrity and availability types that the type system associates with a method characterize the resilience of its integrity and availability to Byzantine principals. The integrity of the method is resilient to any Byzantine attack that is subsumed by the integrity type of (the return value of) the method. Similarly, the availability of the method is resilient to any Byzantine attack that is subsumed by its integrity and availability types.

Integrity Resiliency. If the Byzantine principals are subsumed by the integrity type, then the results of distributed executions is the same value as the sequential execution. More precisely, if the sequential semantics evaluates the client method call to the value \( v \) and the set of Byzantine principals \( B \) is subsumed by the integrity type \( i \) of (the return value of) the method, then any distributed execution of the method call that results in a value, results in \( v \) as well. For example, in Fig. 1.(a) and (b), the integrity of the return type \( \tau \) of transfer is \( P_2(A) \times \bigcup \mathcal{P}_1(B) \). Therefore, the result of a distributed execution of transfer is the same as its sequential execution even if two \( A \) and one \( B \) principals are Byzantine.

Theorem 2 (Integrity Resilience): For all \( v, \Gamma, \mathcal{O}, \mathcal{M}, i, B, \mathcal{P}, \) and \( v' \), if
\[
\langle m_0(v_0), S_0 \rangle \xrightarrow{*} \langle v, \_ \rangle,
\Gamma, \mathcal{O}, \mathcal{M} \vdash C, \quad \Gamma(m_0) = \_ \rightarrow \langle \_ , i , a \rangle, \quad \text{and } i \subset \{B\}, \quad \langle \mathcal{P}_0, S_0, \emptyset \rangle \xrightarrow{*} \langle \mathcal{P}, \_ \rangle, \quad \text{and } \mathcal{P}(p_0) = \{v', \_ \}, \quad v' \neq \perp, \text{then } v' = v.
\]
The proof is by induction on macro-steps where a step is taken by all replicating principals before the next step is taken. For every execution, there is a corresponding macro-step execution. A macro-step preserves the invariant that the expression of every non-Byzantine principal has more integrity than \( i \), and there is a sequential execution from the initial call to that expression. In the case for execution of a this-method call, we show that the request is received from at least one non-Byzantine principal and use the invariant for that principal.

Availability Resiliency. If the Byzantine principals are subsumed by the integrity and availability types, then a distributed execution can make progress and results in the same value as the sequential execution. More precisely, if the sequential semantics evaluates the client method call to the value \( v \) and the set of Byzantine principals \( B \) is subsumed by the integrity \( i \) and availability \( a \) types of (the return value of) the method, then a distributed execution results in \( v \) as well. For example, in Fig. 1.(a) and (b), the integrity and availability of the return type \( \tau \) of transfer are \( P_2(A) \times \bigcup \mathcal{P}_1(B) \), and \( \mathcal{P}_1(A) \times \bigcup \mathcal{P}_1(B) \) respectively. Therefore, a distributed execution of transfer results in the same value as its sequential execution, even if one \( A \) and one \( B \) principals are Byzantine.

Theorem 3 (Availability Resilience): For all \( v, \Gamma, \mathcal{O}, \mathcal{M}, i, a, B, \) and \( \mathcal{P} \), if
\[
\langle m_0(v_0), S_0 \rangle \xrightarrow{*} \langle v, \_ \rangle,
\Gamma, \mathcal{O}, \mathcal{M} \vdash C, \quad \Gamma(m_0) = \_ \rightarrow \langle \_ , i , a \rangle, \quad \text{and } i \sqsupseteq a \subseteq \{B\}, \text{then there exists } \mathcal{P} \text{ such that } \langle \mathcal{P}_0, S_0, \emptyset \rangle \xrightarrow{*} \langle \mathcal{P}, \_ \rangle, \text{and } \mathcal{P}(p_0) = \{v, \_ \}.
\]

The set of Byzantine principals should be subsumed by not only the availability type \( a \) but also the integrity type \( i \), so that the storage quorums systems of the objects keep their quorum intersection and return sound values. Compromised return values can drift the execution to paths that do not match the sequential execution, and can even lead to non-termination.

We note that while Theorem 1 states the safety property that a typed method does not access objects that are less available than its type, Theorem 3 states the liveness property that it makes progress despite Byzantine principals that are not as strong as its integrity and availability types.

VIII. Constraint Solving

We translate the constraints \( C \) to the theory of linear arithmetic. Let the number of principal classes (trust domains) be \( n \) and let \( P_j \) denote the set of principals of class \( j \). For example, in Fig. 1, \( n = 3 \) and the principal classes \( P_0, P_1 \) and \( P_2 \) are \( A, B \) and \( C = \{p_0\} \). We represent a confidentiality value \( c \) as a tuple \( \langle c_0, c_1, \ldots, c_{n-1} \rangle \) where each \( c_j \) represents an integer variable with the value 1 or 0. The principal class \( c_j \) is trusted or untrusted if the value of \( c_j \) is 1 or 0 respectively.

We represent a set of hosting principals \( H \) as subsets of given sizes of the principal classes. The hosting principals \( H \) are represented as a tuple where \( H_j \) represents the number of hosting principals from the class \( j \). Similarly, we represent a quorum system \( Q \) or a resiliency value \( B \) as subsets of certain sizes of the principal classes. For example, in Fig. 1.(a), the availability of \( \tau \) is \( P_2(A) \times \bigcup \mathcal{P}_1(B) \) that is all the subsets with 2 principals from \( A \) and 1 principals from \( B \). This can be succinctly represented as the tuple \( (2, 1, 0) \). In general, we represent the set of subsets \( S = P_{s_0}(P_0) \times \bigcup P_{s_1}(P_1) \times \ldots \times \bigcup P_{s_{n-1}}(P_{n-1}) \) as \( \langle s_0, s_1, \ldots, s_{n-1} \rangle \). We let a quorum system \( Q \) (or resiliency value \( B \)) be the union of \( n \) such sets: \( Q = \bigcup_{i \in \{0, \ldots, n-1\}} \langle q_{ij}, q_{ij}, \ldots, q_{ij} \rangle \). The indices \( i \) range over \( n \) tuples. In the tuple with index \( i \), the number of principals from class \( j \) is \( q_{ij} \). Having \( n \) such tuples keeps the space of quorums tractable, and is expressive enough to capture common quorum systems. For example, the quorum system \( P_4(P_0) \cup P_5(P_1) \cup P_2(P_2) \) is represented as \( \langle 4, 0, 0 \rangle \cup \langle 0, 5, 0 \rangle \cup \langle 0, 0, 2 \rangle \) that is all the subsets of size 4 from \( P_0 \), size 5 from \( P_1 \), and of size 2 from \( P_2 \). Thus, each quorum system \( Q \) or resiliency value \( B \) can be represented by \( n^2 \) variables.

We now define the translation of two constraints. (The translation of all the constraints is available in the appendix.) Each constraint is translated to a constraint of size at most \( O(n^4) \).

\[
\text{Confidentiality}(Q) \subseteq B \implies \bigwedge_i \bigwedge_{i' \neq i} \bigwedge_{j \neq j'} Q_{ij} > B_{ij}
\]

\[
\text{Availability}(Q, H) \subseteq B \implies \bigwedge_i \bigwedge_{i' \neq i} \bigwedge_{j \neq j'} Q_{ij} > 0 \implies Q_{ij} \leq H_j - B_{ij}
\]

In the first rule, the assertion states that none of the quorums of \( Q \) is contained in a Byzantine set of \( B \). More precisely, for
each tuple $i$ in $Q$, and tuple $i'$ in $B$, for at least one of the indices (principal classes) $j$, $Q_{ij}$ is more than $B_{ij'}$. In the second rule, the assertion states that for every Byzantine set $b$ in $B$, there is at least one quorum $q$ in $Q$ that falls inside the hosts $H$ and doesn’t intersect $b$. More precisely, for each tuple $i'$ in $B$, there is a tuple $i$ in $Q$ such that for all indices $j$, if $Q_{ij}$ is non-zero, it is less than or equal to $H_j$ minus $B_{ij'}$.

We minimize the number principals in the host sets and quorum systems to reduce the load. Let $\mathcal{M} = \{m \mapsto (H, Q)\}$ and $\mathcal{O} = \{o \mapsto (H', Q', Q''\)}$. The optimization constraint is $\min \sum_j H_j + H'_j + \sum_i Q_{ij} + Q'_{ij} + Q''_{ij}$ that minimizes the size of hosts and quorums. For example, in our running example, the one-time transfer, for the given specification in Fig. 1.(a), type inference can find the correct placement that we saw in Fig. 1.(d). If we add the minimization constraint, the more efficient placement $(A_{1..5}, P_1(A_{1..5}), P_3(A))$ for $r_1$ can be found; it has 5 hosts and quorums of size 4.

### IX. Implementation and Experiments

We developed a tool called HAMRAZ and experimented with multiple resiliency specifications for six use-cases on a cluster of nodes. The experiments show that HAMRAZ can successfully infer the placements and replications for the given resiliency specifications. Further, it generates systems that can gracefully tolerate injected faults that are as strong as the resiliency specifications, and it can adjust the level of replication according to the resiliency specifications. We make HAMRAZ publicly available as open-source software.

**Implementation.** HAMRAZ is implemented in Java in two parts: the synthesizer and the runtime. The synthesizer closely follows the partitioning and type inference system of § IV and § VI, and the runtime closely follows the distributed operational semantics of § V. We used the Z3 SMT solver (v. 4.8.10) [20] for constraint solving and optimization. We implemented communication quorum systems using SSL. StartTLS from the Netty library [1], and storage quorum systems for field objects using the BFT-SMaRt library [8].

**Platform.** The experiments are done on a high-performance cluster with Intel Broadwell CPUs with 4 cores, 2GB of RAM and CentOS-7 Linux x86_64 3.10.0. JDK is OpenJDK RE 18.9. The runtime is executed for each principal on a separate node of the cluster. The nodes are connected with 56 Gb/s InfiniBand. Each reported number is the arithmetic mean of 5 repetitions. Each repetition is the average of the response time for 150 method calls.

**Use-cases.** We experiment with six use-cases: one-time transfer that we saw in § II, oblivious transfer [58], ticketing system, auction system, friend map [35] and privacy-preserving salary averaging [37].

Consider the sets of principals $A$ to $Z$. In our plots, we concisely represent a resiliency specification $P_i(A) \times_i \bigcup_{j \in Z} P_j(Z)$ as $(i, \ldots, k) \otimes n$ where $n$ is the total number of principals that is $(3 \times i + 1) + \ldots + (3 \times k + 1)$ plus 1 for the client. We use the same resiliency specification for both integrity and availability.

**Partitioning and Type Inference.** HAMRAZ successfully partitioned and inferred the placement and replication for each field object and method of the above use-cases. Table I shows the detailed execution times. The process takes less than 6 minutes. We see that the process is often dominated by constraint solving. However, when the use-case has a large number of object-method calls (e.g. the Auction use-case), the CPS transformation takes longer and the partitioning time is a larger faction.

**Increasing Faults.** In this experiment, we validate the hypothesis that HAMRAZ generates replicated systems that are as resilient as the specifications require. In this experiment (the first row of Fig. 10), the specification is fixed and is written in the plot of each use-case. We consider the effect of increasing the number of injected faults on the response time. Injected faults are randomly selected from three types: crash fault, corrupted payload, and delayed response. In these plots, we increase the number of faults for the principals (a) $A$, (b) $B$ and at the same time, (c) $A$, (d) $A$, and (e) $C$, from 0 to their specified resiliency. In plots (a)-(d), the failing principals host objects but in plot (e), the failing principals host only methods. Each plot shows three lines for three fault injection scenarios: solid: failing only leaders, dotted: failing only followers, and dashed: failing randomly.

In all the failure scenarios across the use-cases, the resulting systems can gracefully tolerate the injected faults. Random failures increase the response time between 3 and 42 percent. Further, we observe that tolerating failing leaders is considerably slower than failing followers due to leader reconfiguration. We observe in plots (a)-(d) that increasing the faults increases the response time. On the other hand, in plot (e), the increase in response time is negligible (overlapping lines). This is due to the fact that in contrast to principals that host objects (plots (a)-(d)), tolerating failure of principals that host methods (plot (e)) does not require reconfiguration.

**Increasing Resiliency.** In the following two experiments, we validate the hypothesis that HAMRAZ can adjust replication according to the strength of the specification. In the second row of Fig. 10, we consider the effect of increasing resiliency on the response time in normal (solid line) and faulty executions (dashed line) with maximum number of faults. Higher resiliency requires more replicas and more communication between them that affects the overall response time. If a fixed number of replicas was used, the response time would be flat.

**Increasing the Load.** In the auction use-case, if the initial offer $o$ is less than 350, then $A$ immediately wins with the offer $o - 1$. Otherwise, the two agents beat each other’s offers $o - 350$ times until $A$ offers 349 and wins. Fig. 11 shows the response time for increased initial offers. Larger initial offers
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- **Increasing Faults.** In this experiment, we validate the hypothesis that HAMRAZ generates replicated systems that are as resilient as the specifications require. In this experiment (the first row of Fig. 10), the specification is fixed and is written in the plot of each use-case. We consider the effect of increasing the number of injected faults on the response time. Injected faults are randomly selected from three types: crash fault, corrupted payload, and delayed response. In these plots, we increase the number of faults for the principals (a) $A$, (b) $B$ and at the same time, (c) $A$, (d) $A$, and (e) $C$, from 0 to their specified resiliency. In plots (a)-(d), the failing principals host objects but in plot (e), the failing principals host only methods. Each plot shows three lines for three fault injection scenarios: solid: failing only leaders, dotted: failing only followers, and dashed: failing randomly.

In all the failure scenarios across the use-cases, the resulting systems can gracefully tolerate the injected faults. Random failures increase the response time between 3 and 42 percent. Further, we observe that tolerating failing leaders is considerably slower than failing followers due to leader reconfiguration. We observe in plots (a)-(d) that increasing the faults increases the response time. On the other hand, in plot (e), the increase in response time is negligible (overlapping lines). This is due to the fact that in contrast to principals that host objects (plots (a)-(d)), tolerating failure of principals that host methods (plot (e)) does not require reconfiguration.

**Increasing Resiliency.** In the following two experiments, we validate the hypothesis that HAMRAZ can adjust replication according to the strength of the specification. In the second row of Fig. 10, we consider the effect of increasing resiliency on the response time in normal (solid line) and faulty executions (dashed line) with maximum number of faults. Higher resiliency requires more replicas and more communication between them that affects the overall response time. If a fixed number of replicas was used, the response time would be flat.

**Increasing the Load.** In the auction use-case, if the initial offer $o$ is less than 350, then $A$ immediately wins with the offer $o - 1$. Otherwise, the two agents beat each other’s offers $o - 350$ times until $A$ offers 349 and wins. Fig. 11 shows the response time for increased initial offers. Larger initial offers
lead to more object-calls and increased load. We experimented with three specifications where the resiliency for $A$ and $B$ is doubled from one to the next. We observe that as the load increases, the response time of more resilient systems grows slightly faster. More resilient system require more principals and more coordination.

X. Related Works

Information flow control [5], [7], [11], [21], [29], [40], [46], [47], [51], [55] has been widely used to enforce confidentiality and integrity policies. It has been applied to concurrent [52] and distributed [50] programs on trusted hosts. Further, Fabric [35] supports programming distributed systems on non-trustworthy hosts, and enforces confidentiality and integrity types, but does not provide Byzantine replication and doesn't enforce availability policies. Several previous works [9], [14]–[16], [41], [42], [54] automatically partition applications to multiple tiers, often to the web server and client tiers, and enforce confidentiality and integrity, but not availability. Jif/split [58], [59] partitions programs and replicates code partitions and data. It can replicate commitments instead of cleartexts to increase integrity without reducing confidentiality. Further, its secure communication assumptions between partitions were later lifted by a cryptographic back-end [23]. PrtSplit [36] splits programs with C++ pointers. However, these projects do not provide availability; in fact, Jif/split may reduce availability as all replicas need to be available. Another work [6] synthesizes cryptographic implementations for distributed applications; however, it does not consider availability policies.

Later, information flow type systems were applied to enforce availability policies [60] but assumed availability of the computation platform and did not consider Byzantine-resilient replication and their type lattices. Similarly, RMS [34] adjusts the placement and replication of objects based on availability and performance specifications; however, it does not tolerate Byzantine failures. Qimp [61] provides a language construct for clients to run an expression on references at a use-specified quorum, and type-checks availability guarantees. (In addition, when it is provable that integrity is compromised, it can use a default value to provide low integrity but high availability.) In contrast, this paper allows the user to describe a class composed of field objects and methods, with confidentiality, integrity and particularly availability type policies, and without distribution details. It then automatically partitions the class and infers adequate Byzantine quorum systems for methods and field objects to enforce the three polices.

State-machine replication is a well-known technique often used to tolerate crash failures [10], [31], [43], [44]. Byzantine failures were coined in the Byzantine Generals agreement problem [32] together with a few early protocols for Byzantine replication. Later, the more practical PBFT protocol [12], and an abundant number of optimized variants such as Q/U [2], HQ [19], Zyzzyva [30], Stewart [3], ABSTRACT [4], MinBFT [53], CheapBFT [27], ZZ [56], UpRight [17], BFT2F [33], Aardvark [18] and HoneyBadgerBFT [39] appeared. Further, researchers verified the replication protocols [13], [22], [24]–[26], [28], [45], [48], [49], [57]. However, these projects only consider a monolithic replicated system. In contrast, this project supports classes whose methods are implemented based on multiple objects. It partitions each method and separately replicates each partitioned method and field object, and yet guarantees end-to-end non-interference and resiliency.

XI. Conclusion

This paper presented a theoretical framework and a system for trustworthy distributed systems. It includes a lattice model of resiliency, a security-type object-based language to capture end-to-end type polices for the three aspects of trustworthiness, a partitioning transformation, operational semantics, an information flow type inference system, and quorum constraint solving to automatically construct partitioned and replicated systems that guarantee non-interference and resiliency properties especially for availability in the face of Byzantine failures.
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XIII. CONSTRAINT SOLVING

Core Constraints. The constraints $C$ that the type system generates are of the following forms.

$$C := \begin{array}{c|c}
\tau \subseteq \tau & C_1 \\
\tau \cup \tau \subseteq \tau & C_2 \\
\tau \cup \tau \cup \tau \subseteq \tau & C_3 \\
c \subseteq c' & C_4 \\
i \subseteq i' & C_5 \\
a \subseteq a' & C_6 \\
\bigcup_{m} c_m \subseteq \bigcup Q & C_7 \\
\bigcap_{m} c_m \subseteq \bigcap Q & C_8 \\
\bigcap_{m} a_m \subseteq \bigcap Q & C_9 \\
\text{Availability}(Q,H) \subseteq \bigcap a_m & C_{10} \\
\text{Availability}(Q,H) \subseteq \bigcap & C_{11} 
\end{array}$$

The constraints $C$ can be reduced to the core constraints $A$ below. By distribution of $\cup$ over $\subseteq$ and then decomposing types to their three elements, the constraints $C_1$, $C_2$ and $C_3$ is reduced to $A_1$ and $A_2$. The constraint $C_4$ is $A_1$. The constraint $C_5$ and $C_6$ are $A_2$. By distribution of $\cup$ over $\subseteq$, the constraint $C_7$, is reduced to $A_3$. By distribution of $\subseteq$ over $\cap$, the constraints $C_8$, $C_9$ and $C_{10}$ are reduced to $A_4$, $A_5$ and $A_6$ respectively.

$$A := \begin{array}{c|c}
c \subseteq c' & A_1 \\
B \subseteq B' & A_2 \\
c \subseteq \bigcup Q & A_3 \\
\text{CIntegrity}(Q) \subseteq B & A_4 \\
\text{SIntegrity}(Q) \subseteq B & A_5 \\
\text{Availability}(Q,H) \subseteq B & A_6 
\end{array}$$

Translation. We translate the constraints $C$ to the theory of linear arithmetic. Let the number of principal classes (trust domains) be $n$ and let $P_j$ denote the set of principals of class $j$. For example, in Fig. 1, $n$ is 3, and the principal classes $P_0$, $P_1$ and $P_2$ are $A$, $B$ and $C = \{p_0\}$. We represent a confidentiality value $c$ as a tuple $(c_0,c_1,\ldots,c_{n-1})$ where each $c_j$ represents an integer variable with the value 1 or 0. The principal class $j$ is trusted or untrusted if the value of $c_j$ is 1 or 0 respectively.

We represent a set of hosting principals $H$ as subsets of given sizes of the principal classes. The hosting principals $H$ are represented as a tuple where $H_j$ represents the number of hosting principal from the class $j$. Similarly, we represent a quorum system $Q$ or a resiliency value $B$ as subsets of certain sizes of the principal classes. For example, in Fig. 1,(a), the availability of $\tau$ is $P_2(A) \times \ldots \times P_1(B)$ that is all the subsets with 2 principals from $A$ and 1 principals from $B$. This can be succinctly represented as the tuple $(2,1,0)$. In general, we represent the set of subsets $s = \bigcup_{s_0}(P_0) \times \ldots \times \bigcup_{s_{n-1}}(P_{n-1})$ as $(s_0,s_1,\ldots,s_{n-1})$. We let a quorum system $Q$ (or resiliency value $B$) be the union of $n$ such sets: $Q = \cup_{i \in \{0,\ldots,n-1\}} \{Q_{ij_0},Q_{ij_1},\ldots,Q_{ij_{n-1}}\}$. The indices $i$ range over $n$ tuples. In the tuple with index $i$, the number of principals from class $j$ is $Q_{ij_j}$. Having $n$ such tuples keeps the space of quorums tractable, and is expressive enough to capture common quorum systems. For example, the quorum system $P_4(P_0) \cup P_5(P_1) \cup P_6(P_2)$ is represented as $(4,0,0) \cup (5,0) \cup (0,2)$ that is all the subsets of size 4 from $P_0$, of size 5 from $P_1$, and of size 2 from $P_2$. Thus, each quorum system $Q$ or resiliency value $B$ can be represented by $n^2$ variables. We note that duplicating a tuple does not change the represented set.

We now define the translation of constraints to the theory of linear arithmetic. First, we generate the following constraints for each variable $c$, $H$, $Q$, and $B$.

- Variable $c$:\[ c \triangleright \bigvee_j c_j = 1 \quad T_1 \]
- Variable $H$:\[ H \triangleright \bigwedge_j 0 \leq H_j \leq |P_j| \quad T_2 \]
- Variable $Q$:\[ Q \triangleright \bigwedge_i \bigwedge_j 0 \leq Q_{ij} \leq |P_j| \quad T_3 \]
- Variable $B$:\[ B \triangleright \bigwedge_i \bigwedge_{i'} \bigwedge_j 0 \leq B_{ij} \leq |P_j| \quad T_4 \]

We now define the translation of each constraint $A$. Each constraint is translated to a constraint of size at most $O(n^3)$.

$$c \subseteq c' \triangleright \bigwedge_j c_j' = 1 \rightarrow c_j = 1 \quad T_1$$
$$B \subseteq B' \triangleright \bigwedge_{i'} \bigwedge_{i''} B_{i'j} \leq B_{ij} \quad T_2$$
$$c \subseteq \bigcup Q \triangleright \bigwedge_i \bigwedge_{j'} 0 \leq Q_{ij} \rightarrow c_j = 1 \quad T_3$$
$$\text{CIntegrity}(Q) \subseteq B \triangleright \bigwedge_i \bigwedge_{i'} \bigwedge_{j'} Q_{ij} > 0 \rightarrow B_{i'j'} \quad T_4$$

$$\text{SIntegrity}(Q) \subseteq B \quad T_5$$
$$\text{Availability}(Q,H) \subseteq B \triangleright \bigwedge_{i'} \bigwedge_{i''} \bigwedge_{j} Q_{ij} > 0 \rightarrow Q_{ij} \leq H_j - B_{ij} \quad T_6$$

The translation rule $T_1$ translates a flow relation between two confidentiality variables $c$ and $c'$. The assertion states that the principal classes that are authorized by $c'$ are authorized by $c$ as well. More precisely, for each index $j$ (principal class) of the tuples $c$ and $c'$, if $c_j'$ is 1 then $c_j$ is 1 as well.

The translation rule $T_2$ translates a flow relation between two resiliency variables $B$ and $B'$. The assertion states that every set in $B'$ is a subset of a set in $B$. More precisely, for each tuple $i'$ in $B'$, there is a tuple $i$ in $B$ such that for each index $j$ (principal class), $B_{i'j'}$ is less than or equal to $B_{ij}$.

The translation rule $T_3$ translates the flow relation from a confidentiality variable $c$ to the union of the quorums of a quorum system $Q$. The assertion states that if a quorum in $Q$ has a principal in class $j$, then the class $j$ is authorized by $c$ as well. More precisely, if there is a tuple $i$ in $Q$ whose index $j$ is greater than zero, then $c_j$ is 1.
The translation rule $T_4$ translates the constraint that the integrity of the communication quorum system $Q$ is stronger than a resiliency variable $B$. The assertion states that none of the quorums of $Q$ is contained in a failure set of $B$. More precisely, for each tuple $i$ in $Q$, and tuple $i'$ in $B$, at least in one of the indices (principal classes) $j$, $Q_{ij}$ is more than $B_{i'j}$.

The translation rule $T_5$ translates the constraint that the integrity of the storage quorum system $Q$ is stronger than a resiliency variable $B$. The assertion states that the intersection of no two quorums of $Q$ is contained in a failure set of $B$. More precisely, for each pair of tuples $i_1$ and $i_2$ in $Q$, and tuple $i'$ in $B$, for at least one of the indices (principal classes) $j$, the sum of $Q_{i_1j}$ and $Q_{i_2j}$ minus the size of the principal class $j$ in the hosting principals $H$ is more than $B_{i'j}$.

The translation rule $T_6$ translates the constraint that the availability of the quorum system $Q$ on the set of hosts $H$ is stronger than a resiliency variable $B$. The assertion states that for every Byzantine set in $B$, there is at least one quorum in $Q$ that falls inside the hosts $H$ and does not intersect the Byzantine set. More precisely, for each tuple $i'$ in $B$, there is a tuple $i$ in $Q$ such that for every index (principal class) $j$, $Q_{ij}$ is less than or equal to $H_j$ minus $B_{i'j}$. The implication with the premise $Q_{ij} > 0$ requires the condition above for only the classes $j$ that the quorums $Q_j$ have a member from. Otherwise, when $Q_{ij} = 0$, no host in principal class $j$ is needed but the condition fails if $H_j < B_{i'j}$.

**Optimization.** We want to satisfy the constraints above while minimizing the number of hosts. Replication on fewer hosts reduces the load on the system. Let $\mathcal{M} = [m \mapsto (H, Q)]$ and $\mathcal{O} = [o \mapsto (H', Q', Q'')]$. The optimization constraint is

$$\min \sum_j H_j + H'_j + \sum_i \sum_j Q_{ij} + Q'_{ij} + Q''_{ij}$$

It minimizes the number of principals that host methods and objects, and the number of principals in the communication and storage quorum systems. Weighted factors can be added to the formula incorporate their relative load.

We note that duplicating a tuple in the representation of a quorum system does not change the represented quorum system. If there are duplicate tuples in the solution for a quorum system variable $Q$ (or resiliency variable $B$), a post-process filters them and keeps only one instance of each tuple.