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ABSTRACT
Relaxed memory models reorder instructions in the interest of performance. However, reordering of instructions can jeopardize correctness and memory fences should be used to preserve specific orders. Programs that carry explicit fences are over-specified as they are tied to specific architectures and memory models and are hence unportable. On the other hand, once the program specifies the high-level required orders, optimizing compilers can allocate optimum memory fences for multiple architectures. However, the fence insertion problem for general programs is NP-hard. In this paper, we consider fence insertion for straight-line programs. We present a polynomial-time greedy algorithm via reduction to the chain multi-cut problem.

1 INTRODUCTION
Compilers and processors reorder instructions to gain performance. However, preservation of the order of specific instructions is crucial to correctness. Hardware architectures provide memory fence instructions that preserve the relative order of specific instructions that come before and after them in the program. Synchronization programs have been traditionally written with explicit fence instructions for specific architectures. Such a program is an over-specification as it hard-codes the enforcement of the required orders for a particular architecture. Further, it is an under-specification as the required orders that are implicitly provided by the architecture are not explicitly documented. Thus, fences are an implementation mechanism for a high-level abstraction.

Many authors have presented approaches to insert fences that enforce sequential consistency, including Lee et al. [10], Fang et al. [7], and Alglave et al. [1]. Others have tried to infer the required orders including Kuperstein et al. [9], Meshman et al. [11] and Dan et al. [6]. We proposed [2] to capture the required orders as a relation on the operations of each thread. A compiler can translate these declared orders to optimum fence instructions. This approach separates what from how. The programs can be verified using architecture-independent and algorithm-level reasoning. The compiler can automatically translate the program to multiple target architectures.

Optimum fence insertion for general programs is NP-hard. The compiler of our previous work used an exponential-time algorithm to insert optimum fences. In this paper, we consider the basic straight-line class of programs. We present a polynomial-time fence insertion algorithm for this class. This opens the problem of whether there are optimum or approximation algorithms for fence insertion to programs with basic control structures.

As an example, consider the specification of the Dekker synchronization algorithm in Figure 1. Figure 1(a) shows the input program. Each thread first writes to a location and then reads from the location that the other thread writes to. It is crucial to the correctness of the algorithm that the write operation happens before the read operation in each thread. This ordering requirement is captured by a relation on the operations of each thread. A compiler can translate these declared orders to optimum fence instructions. This approach separates what from how. The programs can be verified using architecture-independent and algorithm-level reasoning. The compiler can automatically translate the program to multiple target architectures.

As another example, consider Figure 2. The input program is depicted in Figure 2(a). It requires the order of two pairs of operations to be preserved: it requires the first operation to be ordered before the third operation and the second operation to be ordered before the fourth operation. On the other hand, it does not require the preservation of the order of other pairs of operations including the order of the first and second operations. Figure 2(b) shows a suboptimal fence insertion. This insertion is based on the heuristic of putting a fence right before the second operation of each pair of operations in the required order. Figure 2(c) shows the optimal fence insertion. A single fence after the second operation preserves the order of the two pairs of operations.

In this paper, we present an algorithm for optimal fence insertion for straight line programs and show that it runs in polynomial time.
2 FENCE INSERTION PROBLEM

Notation. For a set $s$, let $|s|$ denote the size and $P(s)$ denote the power set of $s$. Let $(e_1,...,e_n)$ denote the tuple of elements $e_1$ to $e_n$. For a tuple $l$, let $|l|$ denote the length of $l$ and $l[i]$ denote the $i$-th element of $l$.

Concurrent Program. Let $D$ be a finite data domain, $L$ be a finite set of shared memory locations valued in $D$, and $X$ be a finite set of local variables valued in $D$. Let $O$ be the set of operations (1) $x = \text{read}(l)$, (2) $\text{write}(l,x)$ and (3) $\text{write}(l,d)$ where $x \in X$, $l \in L$ and $d \in D$. Intuitively, $x = \text{read}(l)$ denotes the read of the value of location $l$ into the variable $x$ and $\text{write}(l,d)$ and $\text{write}(l,x)$ denote the write of the value $d$ and the value of the variable $x$ into the location $l$ respectively. Let $\tau$ denote a function from $O$ to $\{r,w\}$ that maps operations to their types: $\tau(x = \text{read}(l)) = r$, $\tau(\text{write}(l,x)) = w$, and $\tau(\text{write}(l,d)) = w$ for every $x \in X$, $l \in L$, and $d \in D$. Similarly let $\ell$ denote the function from $O$ to $L$ that maps operations to the memory locations that they access.

A program $\pi$ is a pair $(p,\rightarrow)$ such that $p$ is a tuple of operations over $O$ and $\rightarrow$ is an irreflexive subset of the increasing total order of numbers $[1,...,|p|]$. Intuitively, $p$ is the straight-line program of operations and the relation $\rightarrow$ is the set of pairs of operations that should preserve their order in $p$. A concurrent system is a tuple of programs.

Fence Insertion Problem. We define a fence insertion problem. We present a definition and then revise it based on a decomposition.

Let $F$ be the set of the following fence types: $\text{fence}(r,r)$, $\text{fence}(r,w)$, $\text{fence}(w,r)$ and $\text{fence}(w,w)$. Intuitively, putting the fence $\text{fence}(r,w)$ between a $\text{read}$ and a $\text{write}$ operation prevents them from reordering. The effect of the other three fence operations is similar.

Intuitively, a fence insertion $f$ for a program $(p,\rightarrow)$ specifies the set of fences whose addition to $p$ ensures that the required order $\rightarrow$ is preserved. A (multi-type) fence insertion $f$ for a program $\pi = (p,\rightarrow)$ is a function from $[1,...,|p|]$ to $P(F)$ such that for every $i$ and $j$ that $i \rightarrow j$, there exists $n$, $i \leq n < j$ such that $\text{fence}(\tau(p[i]),\tau(p[j])) \in f(n)$. For each $i \in [1,...,|p|]$, $f(i)$ specifies the set of fences that should be added between the $i$th and $(i+1)$-th operation of $p$.

For example, the fence insertion for the first thread of the Dekker example depicted in Figure 1(b) is $\{1 \rightarrow \{\text{fence}(w,r)\}, 2 \rightarrow \emptyset\}$. In other words, the fence $\text{fence}(w,r)$ should be put after the first operation and no fence is needed after the second operation. As another example, the fence insertion depicted in Figure 2(b) is $\{1 \rightarrow \emptyset, 2 \rightarrow \{\text{fence}(w,r)\}, 3 \rightarrow \{\text{fence}(w,r)\}, 4 \rightarrow \emptyset\}$. In other words, the fence $\text{fence}(w,r)$ should be put after the second and third operations and no fence is needed after the other operations.

The size of a fence insertion $f$ is the number of fences that it allocates. More precisely, the size of a fence insertion $f$ is $\sum_{i \in \text{dom}(f)}|f(i)|$. Given a program $\pi$, the fence insertion problem is to find the minimum-size fence insertion of $\pi$. Let $\text{OptFI}(\pi)$ denote the minimum-size fence insertion of $\pi$.

Fence Instructions Independence. We divide the required orders to four disjoint categories based on the fence types needed to preserve the order. For a program $(p,\rightarrow)$, let $\rightarrow_{\{w\}}$ be the subset of $\rightarrow$ where the first operation is a write and the second operation is a read in $p$. More precisely, the order $\rightarrow_{\{w\}}$ is defined as the following relation $\{i \rightarrow_{\{w\}} j | i \rightarrow j \wedge \tau(p[i]) = w \wedge \tau(p[j]) = r\}$. The orders $\rightarrow_{\{r\}}, \rightarrow_{\{rw\}}$ and $\rightarrow_{\{wr\}}$ are similarly defined. Only the fence type $\text{fence}(w,r)$ can be used to preserve an order in the subset $\rightarrow_{\{wr\}}$ and it cannot be used to preserve an order in any of the other three subsets. The following lemma states that (multi-type) fence insertion problem can be decomposed to four independent fence insertion problems for a single fence type.

Lemma 2.1 (Independence of Fence Types). For every program $(p,\rightarrow)$, $\text{OptFI}(\langle p,\rightarrow_{\{w\}} \rangle)(n) \cup \text{OptFI}(\langle p,\rightarrow_{\{r\}} \rangle)(n) \cup \text{OptFI}(\langle p,\rightarrow_{\{rw\}} \rangle)(n) \cup \text{OptFI}(\langle p,\rightarrow_{\{wr\}} \rangle)(n)$

The lemma is straightforward from the definition of the optimum fence insertion and the fact that each fence type can only preserve its corresponding order subset.

Note that in a memory model that implicitly provides a category of orders, no fence insertion is needed for that category. Equivalently, we can translate the allocated fences for that category to no operation. In addition, if a memory model provides the same fence instruction for two or more fence types, we merge the corresponding categories and consider the union of them as a category.

Based on the above lemma, we consider a single fence type $f$ and the following definition of fence insertion in the rest of the paper.

Definition 2.2 (Fence Insertion). A fence insertion $f$ for a program $\pi = (p,\rightarrow)$ is a subset $f$ of $[1,...,|p|]$ such that for every $i$ and $j$ that $i \rightarrow j$, there exists $n$, $i \leq n < j$ such that $n \in f$. Given a program $\pi$, the fence insertion problem $\text{FenceIns}$ is to find the minimum-size fence insertion of $\pi$.

Reduction of Fence Insertion to Multi-cut. We reduce the fence insertion problem to the graph multi-cut problem. We first define the multi-cut problem.

Definition 2.3 (Multi-cut). Given a graph $G = \langle V,E \rangle$ with a set of of terminal node pairs $T \in P(V \times V)$, a multi-cut is a set of edges

Figure 2: Fence Insertion
Algorithm 1 Chain Multi-cut Greedy Algorithm

1: function ChainMultiCut(G(V, E), T) where
2:     V = \{v_1, ..., v_n\}, E = \{(v_1, v_2), ..., (v_{n-1}, v_n)\},
3:     T ∈ \mathcal{P}(V × V)
4:     E’ ← \{(v_i, v_j) \mid ((v_i, v_j) ∈ T ∧ i < j) ∨ \}
5:     \{(v_i, v_j) ∈ T ∧ j < i\}
6:     T’ ← \text{Sort pairs} (v_i, v_j) ∈ T’ by \j
7:     \text{for each } (v_i, v_j) ∈ T’ do
8:         if (exists (v_j, v_i) ∈ E: 1 ≤ i ≤ j ∧ j ≤ f) then
9:             E’ ← E’ ∪ \{(v_{j-1}, v_j)\}
10:     return E’

E’ ⊆ E such that for every pair (s, t) ∈ T, there is no path between s and t in (V, E ∖ E’). Given a graph G, the multi-cut problem MultiCut is to find the minimum-size multi-cut of G.

The insertion problem is reduced to the multi-cut problem.

**Lemma 2.4. FenceIns ⊆ MultiCut**

Given an instance \((p, \rightarrow)\) of FenceIns, we construct an instance of MultiCut in polynomial time as follows. The graph is \(G = (V, E)\) where \(V = \{1, ..., |p|\}\) and \(E = \{(1, 2), ..., (|p| − 1, |p|)\}\) and the terminal nodes pairs \(T = \{\rightarrow\}\). We define polynomial transformations from solutions of each instance to other. Given the solution \(f\) for the FenceIns instance, the solution for MultiCut instance is \(E’ = \{\{(i, i + 1) \mid i ∈ f\}\}\). Given the solution \(E’ = \{\{(i_1, i_1 + 1), ..., (i_n, i_n + 1)\}\}\) for MultiCut, the solution for the FenceIns instance is \(f = \{i_1, ..., i_n\}\). It is straightforward to see the optimality of one solution from the other.

3 CHAIN MULTI-CUT.

The multi-cut problem is known to be NP-Hard (even for trees) [3, 8]. However, in contrast to undirected trees, multi-cut for directed trees is in P [4]. The result is based on the total unimodularity of the linear programming matrix for directed trees. For a survey of the complexity of multi-cut on different restricted graph types see [5]. Control flow graphs of programs are restricted graph types. If we consider only the if-then-else control structure, then the graph is a nested composition of diamonds and sequences. The question is whether our result can be extended to polynomial-time optimum or approximation algorithms for programs with basic control structures.

Let us see why the second fact holds. Consider a pair of terminals \(t_1\) with the path \(p_1\) between them. Assume that iteration over \(t_1\) leads to the addition of an edge to the cut set. The last edge of \(p_1\) is added to the cut set. Let the pair of terminals \(t_2\) with the path \(p_2\) between them be the pair that leads to the addition of the next edge to the cut set. The algorithm adds an edge to the cut set only if there is no edge in the current cut set that is in the path between the current pair of terminals. The last edge of \(p_1\) is in the cut set and yet the pair \(t_2\) leads to the addition of a new edge. Hence, the last edge in \(p_1\) is not in the path \(p_2\). This means that either the last edge of \(p_2\) is before the last edge of \(p_1\) or the first edge of \(p_2\) is after the last edge of \(p_1\). As the pairs are iterated in the order of their last edge and the pair \(t_1\) is iterated before \(t_2\), the last edge of \(p_2\) cannot be before the last edge of \(p_1\). Hence, we have that the first edge of \(p_2\) is after the last edge of \(p_1\). Thus, the first edge of \(p_2\) is after the last edge of \(p_1\). This means that the path \(p_1\) is disjoint from the path \(p_2\). Similarly, by induction on the steps of iteration, it can be shown that the pairs that lead to addition of an edge to the cut set have disjoint paths.

4 GENERALIZATION

The graph multi-cut problem is known to be NP-hard (even for undirected trees) [3, 8]. However, in contrast to undirected trees, multi-cut for directed trees is in P [4]. The result is based on the total unimodularity of the linear programming matrix for directed trees. For a survey of the complexity of multi-cut on different restricted graph types see [5]. Control flow graphs of programs are restricted graph types. If we consider only the if-then-else control structure, then the graph is a nested composition of diamonds and sequences. The question is whether our result can be extended to polynomial-time optimum or approximation algorithms for programs with basic control structures.
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