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Abstract—In mobile ad hocnetworks, onemight expectmultipath
routing to provide somerobustnesgo link failur esand facilitate the
transmission of packets along paths that avoid regionsof conges-
tion. Consequentlyone would expectan improvementin network
performance in terms of the achieved throughput. In this paper
we consider TCP goodput as the metric of performance. We find
that in contrary to the aforementioned expectations,not all TCP
connectionsenjoy the benefitsof multipath routing. Specifically, we
find that while long (in terms of hop-count) TCP connectionsseem
to benefit, short connectionsin fact suffer a slight degradation in
goodput as compared to TCP using the single shortest path. Fur-
thermore, we find that alternate path routing, wherein packetsare
routed on a secondaryalternate path only upon the failur e of the
primary path, helps achieve almost the samegoodput as when the
multiple paths are used simultaneously The main benefitsof cur-
rently proposedmultipath routing schemesseemto be limited to
impr oving the efficiencyof route discoveriesthat are initiated either
due to real route failur es (due to mobility) or due to false failur es
(dueto interfer enceeffects)for long TCP connections.

Keywords—Ad-hoc Networks, TCP, Multipath Routing, Simula-
tions.

I. INTRODUCTION

TCPis known to performpoorly in MANETS [1][2][3]. This
may be attributed to (a) mobility and (b) congestionat the
mediumaccesgontrollayer. One might expectmultipathrout-
ing to helpin alleviating paclet lossesdueto both of the above
factors.If a pathwereto fail betweera sourceandadestination,
thepresencef theotherpathsshouldstill allow TCPto continue
to senddata.Furthermoredependingiponwherethe congestion
occursjt maybepossiblefor aTCPconnectiorto choosearoute
suchthatcongestedreasarebypassed.

While in prior work, therehave beenchangegproposedo TCP
to improve its performancean MANETSs [2][3][4][5], andthere
have beenmary studieson multipathrouting andthe routing of
UDP paclets over multiple paths[9][11][12][13], we find that
studiesthatcombineTCP and multipathrouting have beenvery
limited. To the bestof our knowledge,the only studiesin which
TCPin usedin conjunctionwith multipathroutingin adhocnet-
works arein [8][9][10]. The authorsof [8] usethe stratayy of
schedulingoaclketsonthemultiple pathssuchthatthefraction of
pacletsroutedon a pathis proportionalto the RoundTrip Time
(RTT) obsenedonthatpath. However, they do not mentionhow
the sourceand destinationnodesare chosen,nor do they study

Thiswork wassupportedby DARPA undercontractnumber:FTN F30602-01-
2-0535.

SrikanthV. Krishnamurthy SatishK. Tripathi

Departmenbf ComputerScienceandEngineering

University of California, Riverside
krish,tripathi@cs.ucedu

variousapproachesf usingthe multiple paths.Their studiesare
limited to node-disjointmultipath routing. In [9], the authors
evaluatethe performanceof a single TCP connectionwith mul-
tiple paths. They do not studythe interactionsbetweermultiple
TCP connectionavhen multipathrouting is used. In [10], TCP
performanceover a DSR-basednultipath routing framework is
investigatedlt is obsenedthatin mostof the casesconsidered,
using multiple pathssimultaneouslymay actually degrade TCP
performance. Although our obsenations of the aggreyate ef-
fectsaresimilar, we performmicroscopicstudiesto understand
the effects of multiple pathson the connectionof variouspath
lengths.Sincethe earlierwork only considersaggreyateaverage
throughpubf all theconsidered CPconnectionsamacroscopic
guantity asthe metric for evaluation,the studiesdo not clearly
elucidatewhetherthe throughputof all of the TCP connections
degradesor only thethroughpubf someof the TCP connections
degradeswhile thatof othersin factimproves.

Ourobjectiveis to examineif ourconjecturehatTCPcanben-
efit from multipathroutingis in factcorrectin ad hoc networks.
We find thatin staticnetworks, while long TCP connectiongin
termsof hops)canenjoy somebenefitsshortconnectionsin fact,
experienceadegradationin performancén termsof theobsened
TCP goodput. Here we define TCP goodputas the numberof
sequencefdbits thata TCP recever recevesper second(out-of-
orderpacletsandduplicatepacletsarenot counted).Theoverall
goodputof a network that containsbothlong andshortconnec-
tionsis in factlowerwith multipathroutingthanwithoutit.

Furthermorewe obsenre that alternatepathrouting, wherein
multiple pathsarefound but a secondanpathis usedonly upon
thefailure of the primary shortesipathhasa performancehatis
almostidenticalto that of multipathroutingin which the multi-
ple pathsare usedsimultaneously As alludedto earliet in our
framawork, while performingmultipath routing, the fraction of
the pacletsthatareroutedon a particularpathis proportionalto
the RTTobsenedon thatpath[8]. Theideais to senda higher
numberof pacletson the leastcongestegathsandat the same
time, attemptto alleviate congestioron the pathsfor which high
RTTsareobsened.

In mobile ad hoc networks, we obsene that, asin the static
case,short TCP connectionsenjoy no benefitsfrom multipath
routing. Longer TCP connectiongbetween5 and 9 hops)do
enjoy similar benefitshowevertheperformancelropsif the TCP
connectionareevenlonger We find thatthe benefitseenjoyedby
the long connectionsare primarily due to improvementsin the



efficiency of the route discovery phasewhen a reactive routing
protocolis used.

In anutshell theseresultsseemo suggesthatmultipathrout-
ing helpsin alleviating the effectsof link failures(bothrealfail-

WhenanintermediatenoderecevesanRREPpacketfrom one
of its neighborsjt deleteshe entry correspondingo this neigh-
bor from its RREQtableandaddsa routing entryto its routing
table to indicatethe discoseredroute to the destination,which

uresdueto mobility andfalsefailuresthatoccurasaconsequence is the originatorof the RREPpaclet. The node,then,identifies

of usingthe IEEE 802.11MA C protocol)to alimited extent; al-
ternatepathsare madeavailable uponroutefailuresandthe ef-
ficiengy of the route discovery queries,if an on-demandout-
ing protocolis used,is improved. Thesebenefitsare primarily
enjoyed by long TCP connections. From the fairnesspoint of
view, multipath routing can alleviate unfairnessbetweenshort
TCPconnectionandlong TCP connections.

Theremaindenf this paperis organizedasfollows. In Section
I, we give a brief descriptionof the multipathrouting protocol
thatwe usein this paper In Sectionlll, we describehe schedul-
ing androuting policiesthatwe use. In SectionlV we describe
thesimulationenvironmentanddiscussvariousparametersf in-
terest. The performanceesultsof TCP with the variousrouting
policiesareevaluatedn SectionV. Finally, we concludein Sec-
tion VI.

Il. THE MULTIPATH ROUTING PrROTOCOL

In this paper we usea multipathrouting protocolthatis con-
structedby modifying the AODV [15] protocol. Note that this
work is not totally new. Similar modificationshave beenpro-
posedin [11] and[13]. Ourobjectivein this paperis notto pro-
posea new multipathrouting protocolbut to studythe effectsof
multipathroutingon TCP performanceOur modifications(sim-
ilar to thoseproposedn [13]) facilitatethediscovery of multiple
edge-disjointor node-disjointpathsin a single route discovery
instanceIn therestof this sectionwe describeour modifications
in brief.

Whena sourcenodeneedsa route to sendpaclketsto a des-
tination node, it initiates a route discovery process. Routedis-
coverytypically involvesa network-wideflood of arouterequest
(RREQ) paclet. When an intermediatenode receves the first
copy of this RREQ paclet, it forwardsthe RREQ paclet to its
neighbors. Insteadof discardingduplicate RREQ paclets (as
in AODV), intermediatenodesare requiredto recordthe infor-
mationcontainedin thesepacletsin an RREQtable. For each
receved copy of an RREQ paclet, the receving intermediate
noderecordstheidentity of the sourcethatgeneratedhe RREQ,
theidentity of the destinationfor which the RREQis intended,
theidentity of the neighborwho transmittedthe RREQ,andthe
numberof hopsthat the paclet hastraversedthusfar. Further
more,in orderto discorer multiple edge-disjoinor node-disjoint
paths,intermediatenodesareprecludedrom sendingaroutere-
ply (RREP)pacletdirectly to the sourceasis possiblein AODV.

Whenthedestinatiorrecevesthefirst RREQpacletfrom one
of its neighborsijt generatean RREPpaclet. The RREPpaclet
is modifiedto containanadditionalfield calledROUTELID. Each
path discoseredduring a single route discovery instanceis as-
signedauniqueROUTELID by thedestination.TheRREPpaclet
with a particularROUTELID is sentbackto the sourcevia the
pathidentifiedby the ROUTE.ID. Whenthedestinatiorreceves
duplicatecopiesof anRREQpacletfrom its neighborsijt gener
atesan RREPpaclet for eachof the copies;eachRREP paclet
containsa uniqueROUTELID.

theneighborin the RREQtablevia which, the pathto the source
is the shortestand forwardsthe RREP paclet to that neighbor
The entry correspondingo this neighboris then deletedfrom
the RREQtable. By usingthis approachthe discoveredmulti-
ple pathsare edge-disjoint.In orderto discover multiple node-
disjoint paths, additional operationsare needed. Specifically
whenanintermediatenodeoverheas ary of its neighbordroad-
castinganRREPpaclet, it deletegheentrycorrespondingo the
transmittingneighborfrom its RREQtable. This additionaloper
ationensureshatthediscoveredmultiple pathsarenode-disjoint.

Oncethe sourcenoderecevesan RREPpaclket, a routeis es-
tablishedandis usedto transmitdata.If alink fails,thenodethat
detectsthe link failure (throughfeedbackfrom the link layer),
sendsarouteerror(RERR)pacletto thesource uponthereceipt
of which, the sourcerendersthe particularroute unusable. A
routediscoveryis initiatedonly if all theroutesto thedestination
fail.

I1l. TCPWITH MULTIPLE PATHS

In orderto facilitatethe useof multiple pathandensureback-
wardcompatibilitywith thestandardlr CP protocol,in this paper
we keepthe TCPlayerintactandinserta Packet Schedulindayer
(PSlayer) betweerthe TCP layerandtheroutinglayer Whena
TCP paclet is generatedijt is first sentto this PSlayer The
PSlayer scheduleshe paclet accordingto a certainpolicy (the
schedulingpolicieswill be discussedater), i.e., determineghe
routeonwhichthepacketshouldbesent. Thechoiceof theroute
is indicatedto the routing layer via an aptinterface. The rout-
ing layer thenappropriatelyinsertsthe correctvalueto indicate
the choiceof the routein the ROUTELID field andforwardsthe
pacletonthecorrespondingoute.

Onceintermediatenodesreceve datapaclketsthat needto be
forwardedthey simply examinetheROUTELID field of thepack-
etsto identify the routein their routing tables,and forward the
paclet to the next hop nodeon that route. After the receiver
recevesa TCP paclet, it generatesan ACK paclket. The ACK
paclet will containthe sameROUTELID asthatof the received
TCP paclet. It is thenforwardedto the sendervia the reverse
path.

A. RoutingPolicies

In this sectionwe introducevariousrouting policiesthat TCP

is usedin conjunctionwith, in this paper:

« Single Path Policy (SP) Therouting protocolfindsonly a
single path perroute discovery instance.All pacletsfrom
the TCPsessiorthatstimulatedtheroutediscovery traverse
this path.

« Alter nate Path Policy (AP): Theroutingprotocoldiscovers
multiple edge-disjoint pathsper route discovery instance.
All pacletsfrom the TCP sessiorin discussiorareinitially
routedon the shortestpath. If this pathwereto fail, an at-
temptis madeto routepacketsonthe next shortespathand



soon until no pathsremain,i.e., all of the computedpaths
fail.

+ Edge-Disjoint Multipath Routing Policy (EDM): The
routing protocoldiscoversmultiple edge-disjointpathsper
routediscoveryinstance.All the availablepathsare simul-
taneouslyusedto transmit TCP paclets as determinedby
thePSlayer. A new routediscoveryis initiatedonly if all of
the pathsdiscoveredin the previousinstancefail.

« Node-Disjoint Multipath Routing Policy (NDM): The
routing protocol discoversmultiple node-disjointpathsper
routediscovery instance.All of the available pathsare si-
multaneouslyusedto transmit TCP paclets (as per the PS
layer specificationsuntil noneof the pathsremain. When
all the pathsfail, asin EDM, a new routediscoveryis initi-
ated.

B. Padket Sceduling

As mentionedearlier, if multiple pathsare usedsimultane-
ously, a paclet schedulingstratgy is neededo decideuponthe
path on which a paclet shouldbe routed. The schedulingpol-
icy would be typically basedon the information available with
regardsto eachpath. In this paperwe adoptthe strategy pro-
posedin [8] which is to schedulgpacletson eachpathbasedon
the RTT obsened on the variouspaths. The policy essentially
attemptsto route packetson the leastcongestegaths. The ap-
proachseemsreasonablesince a higher RTT would indicate a
larger extent of congestion. Furthermore this approachis at-
tractive sinceit doesnot requirethe maintenancef stateat the
intermediaterelay nodes. Below we give a brief descriptionof
thepolicy.

Let thenumberof available pathsbetweera sourceanda des-
tinationbe NV andthe averageRTTon pathk (1 < k < N) be
RTTy. RTTy,,. is definedasthemaximumof all theRTTs, i.e.,

RTTer = MAX(RTT,RT T, ...... ,RTTN). (1)
Theweightof eachpath, is definedas
RTTomas
Wk_RTﬂ k—1,2, ..... ,N (2)

Thus, the weight of a given pathis inverselyproportionalto
the averageRTT obsened for the paclets routed on that path.
The smallerthe averageRTT, the larger the weight. The TCP
traffic routedon a pathis proportionalto the path's weight. This
policy attemptgo increasehetraffic onthe underutilized paths
while reducingthetraffic ontheover-utilized paths,i.e., balance
load dynamically Notice thatthis mayin turn causevariations
in RTT}, for eachk, therebychangingeachpath's weight. This
may causeswappingbetweerroutesfrequently Thus,in [8] the
weightequationis refinedthroughexperimentasfollows:

RTT 0

Wk = MIN(RTZ"I‘:,

U)-R k=1,2,...,N. (3
whereU is aboundto ensurghatWW,, doesnotreachaverylarge
value. R is a factorthatis usedto control the frequeng with
which routesare swapped. Oncea pathis chosen,| Wy | con-

secutve pacletswill besentoutvia this path.

1| z] representthelargestintegerthatis lessthanor equalto .

IV. SIMULATION ENVIRONMENT

We implementa simulationmodelin ns-2[16] to evaluatethe
performancef TCPusedin conjunctionwith themultipathrout-
ing strategieslistedearlier Thedistributedcoordinatiorfunction
(DCF) definedin the IEEE 802.11standard17] is usedat the
MAC layer. Theradiomodelis similarto acommerciakadioin-
terface,Lucent's WaveLAN, which is a shared-mediaadio with
a nominalbit-rate of 2Mb/secanda nominalradio rangeof 250
meters. The performancemetricsthat we are interestedn are
the absolutegoodputof TCP andthe “goodputratio” which is
the TCP goodputobsened with a multipathrouting strateyy as
comparedvith the singlepathrouting strateyy.

In our simulationswe place200 nodesin a 2500mx 1000m
region. In eachsimulationiteration, a randomscenariois gen-
erated;10 <sourcedestination- pairsarerandomlychoserand
TCPconnectionareestablishethetweerthesepairs. TheseTCP
connectiondegin sequentially The initiation instancesf con-
secutve TCPsessionareseparatetly 1 second EachTCPcon-
nectionlastsfor 100 secondsndis thenterminated.The simu-
lation resultsreportedin SectionV representhe averageresults
over 1000differentscenarios.

TCP New-renois usedin all our simulations. The length of
eachTCPpacletis 1460bytes.In orderto avoid inactiity dueto
a sequencef TCP back-of operationswvhich aretriggeredby a
seriesnf pacletlossedueto link failures,in our simulationsthe
TCPsendedisablests retransmissiotimer andentersastandby
modeuponreceving arouteerror(RRER)paclet. Subsequently
thesendersendsout a packet periodicallyuntil anacknavledge-
mentis receved; the periodis equalto the currentvalue of its
retransmissioriimer. Our approachis similar to the onesused
in [2] and[3]. The maximumcongestiorwindow sizeis setto
be 8 [3]. If multiple pathsareusedsimultaneouslypacletsthat
traversedifferentpathsmayreachthereceverin differentorder
In orderto reducethe possibility of out-of-orderpacletdelivery,
in [8], R is setto 3 (SeeEquation3). As aconsequencayhena
routeis chosenatleast3 pacletsaresentoutonthatroute. How-
ever, in our simulationswe foundthatsettingthis parameteto 3
doesnot helpmuchin avoiding out-of-orderpaclket delivery. In
the reportedsimulationstudiesof this paperwe setR = 1 and
U = 5. We variedthe numberof duplicateACKsthatthe sender
mustreceve beforeit entersthe congestioravoidancestate.We
foundthatwhenthis numberis setto 5, TCPwith EDM andTCP
with NDM performthe best. Soin our simulations,we setthis
numberto 5. We alsofind that changingthis valuefrom 3to 5
hasno significantimpactontheperformancef TCPwith SPand
TCPwith AP.

We limit the maximumnumberof pathsthat may be discov-
eredin a singleroutediscovery instanceto 3, since,it hasbeen
obsened that additional routesonly provide mamginal benefits
[14]. Furthermorejn orderto avoid extremelylong paths,we
requirethe alternatepathsto be at most 1.3 times the shortest
pathin termsof hopcount.

In our simulationswith mobile nodeswe usetherandomway
pointmodelto simulatenodemobility. Thepausdime wassetto
zeroto facilitate continuousmotion. The velocity of eachnode
is uniformly distributedover [0, V,,,4,]. Sinceour objectieis to
studythe effects of multipathrouting on bothlong (in termsof
hop-count)and short TCP connectionswe would needto keep



thedistancebetweerthesourceandthedestinatiorof aTCPcon-
nectionrelatively unchangedluring a simulationrun in orderto
classify the connectionas eitherlong or short. In our simula-
tions, we thus make the 20 TCP endnodesstatic, while all the
othernodesareallowedto movein accordancevith the mobility
model.

V. PERFORMANCE EVALUATION

In thissectionwe evaluatetheperformancef TCPwhenused
with multipath routing and compareit with thatof TCP over a
single path. We interpretour obsenationsand investigatethe
impactof variousparametersuchasthe distancebetweenthe
endnodesthe numberof TCP connectionandmobility on the
performance.

A. Performanceof TCP with Multipath Routingin a StaticNet-
work

Figuresl(a),1(b) and1(c) shov the goodputof TCPwith the
various multipath routing stratgjies and their goodputratios as
comparedvith TCPwith SPin astaticnetwork. Fromthesefig-
ureswe seethatTCPwith multipathroutingperformsworsethan
TCPwith SPif thedistancé betweerthe <source destination-
pair is lessthan5 hops. If the hop countis increasedbeyond
5, usingmultiple pathscanimprove the TCP goodputby a cer
tainratioascomparedvith TCPwith SP;theratioincreasesvith
the distance(in hops). Whenthe distancebetweerthe <source,
destination- pair is 12 hops,usingmultiple pathscanimprove
TCP goodputby asmuchas60%. On the otherhand, TCP with
AP, which simply usesthe multiple pathsone by one,performs
almostidentically, ascomparedvith TCPwith EDM. Thus,one
might infer that the multiple pathsbetweenthe two nodesare
usuallycloselycoupledwith eachotherandthe spatialdiversity
benefitsobtainedby using thesemultiple pathssimultaneously
is very limited. Note that TCP with NDM performsthe worst,
since, althoughusing node-disjointpathscan potentially mini-
mizetheinterferenceeffectsof the transmission®f onepathon
anothey the pathsare usually muchlongerandhence,causean
overallreductionin TCPgoodput.

B. Impactof the DistancebetweerEnd Nodes

FromFigurel we seethatnotall TCP connectionganbenefit
from usingmultiple paths.Therearethreereasonsvhy multiple
pathsfail to improve TCP goodputwhenthe two endnodesare
closeto eachother

First, all thenodesin anadhocnetwork sharethe samewire-
lessbandwidth;if a nodeis transmitting,other nodeswithin a
certainrangeof thetransmittingnodecannottransmit. Thereare
two rangestypically usedin simulationmodels[16]: the trans-
missionrangeandthe sensingange. The transmissiorrangeis
themaximumdistancébetweertwo nodessuchthatonenodecan
receie the othernodes signalanddecodet correctly A nodeis
saidto be within the sensingangeof anothemodeif it canhear
theothernodetransmitting but the Signal-to-NoiseRatio (SNR)
is solow thattherecevercannotcorrectlydecodghesignal. The
sensingangeis muchlargerthanthe transmissiommange.In the

2We definethe distancebetweertwo endnodesto be thelengthof the shortest
path(in termsof the numberof hops)thatis obsered betweerthesetwo nodes
duringthe simulationrun.

802.11standardthe nominaltransmissiomangeis definedto be
250m.Thesensingangeis assumedo be550mandis morethan
twice thetransmissiomange.The802.11MAC protocolensures
thatwhile a nodeis transmitting,othernodeswithin the sensing
rangeof thatnodecannottransmit[17].

We consideran examplein Figure 2 to demonstratevhy the
existenceof multiple pathsdoesnot translateto an increasen
goodputfor short TCP connections Supposea TCP connection
is establishedbetweemodeA andnodeE. Notethatthedistance
betweernconsecutre relay nodeson a pathcanbe at mostequal
to thetransmissiomange.As such,in this exampletwo pathsare
discovered:ABCDE andAFGHE. However, noticethatcommu-
nicationis possibleonly on a singlelink atary giventime since
eachnodeis within the sensingrangeof the others. Thus, even
thoughtherearetwo four-hop paths,only a single path canbe
usedat a giventime. Thus,the existenceof multiple pathsdoes
nottranslaténto a spatialdiversitybenefitthatcanleadto anin-
creasan goodput.Specifically whenthe source-destinatiopair
arecloseto eachother(within 4 hops),only oneof the links of
the TCP connectioncanbe active at any given moment. There
are no possiblespatialreusebenefitsregardlessof the number
of pathsthat might exist betweerthe source-destinatiopair. In
this regime (shortdistancebetweenthe source-destinatiopair)
the TCP goodputis limited by the inherentexponentialcapacity
drop-off asthe numberof nodesin the connectionncreasesAs
anexample,if let a singleonehop TCP connectiorexist in iso-
lation and the capacityof the link be C. If now we consider
a two hop TCP connection,since only one of the three com-
ponentnodesforming the connectioncantransmitat arny given
time, only oneof thetwo links canbe active at ary time. Thus,
the maximumcapacityenjoyed by the connectiordropsto C/2.
Similarly theadditionof athird hop dropsthe maximumachies-
able capacityto C'/3. This hasbeenreportedin prior work as
well [19]. The effect cannotbe alleviatedvia multipathrouting
andis aninherentconstraint. From Figure 1(a) we seethatthe
averagel CPgoodputdecaysxponentiallywhenthedistancebe-
tweenthe source-destinatiopairincrease$rom 1 hopto 4 hops.

A secondreasorfor the degradationin the obsened goodput
for shortconnectionds that long TCP connectionssteal some
bandwidthfrom short TCP connectionsLong TCP connections
respondmuch more slowly to route failuresand paclet losses
thanshort TCP connections.If multiple pathsare available for
long TCP connectionsthe recovery from routefailuresis much
fasterand this helpsthe long TCP connectionscompetebetter
with shortTCP connectiongor wirelessbandwidth.

Finally, the useof sub-optimalpathsif the primary pathwere
to fail, is anotherreasonfor the degradationin the goodputof
shortTCP connectionsNoticethatin this staticcaseall thelink
failuresare“false”link failures,a directconsequencef thecap-
ture effect of the IEEE 802.11protocol. The multipath routing
protocolsdiscardthe shortestpath at the first instanceof fail-
ure and attemptto usealternatelonger paths. However, single
pathroutinginitiatesaroutediscovery uponfailuresandin mary
casege-discwersthe shortestpath. Sincethe TCP goodputis
very sensitve to pathlength (SeeFigure 1(a)), this, turnsout to
beto TCP’s adwantage.
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C. Madificationsto the RoutingProtocol to Help ShorterCon-
nections

. In orderto quantify benefits(if arny) thatcanbe obtainedby
multipathrouting without deterioratingthe goodputof the short
TCP connectionswe modify the multipath routing protocolas
follows: if the destinatiorrecevesan RREQpaclet thathastra-
versedlessthan6 hops,it sendsonly a single RREPpaclet to
thesendemndignoresduplicateRREQpacletsthatmightbere-
ceived. Thus,only asinglepathis discoveredperroutediscovery
instanceif the source-destinatiopair arewithin 5 hopsof each
other If thedistanceds nolessthan6 hops,themultipathrouting
protocolworksin its normalmode(it discorersmultiple pathsper
routediscovery instance).Figure 3 shavs the simulationresults
with this modification. We seethat even thoughthe goodputs
of short TCP connectionsareimproved marginally, they aresitill
lessthanthe goodputsachieved with TCP with SR We obsene
that the long TCP connectionontinueto enjoy somebenefits
dueto fastrecovery from link failures. Thus,the useof multiple
pathsfor routing TCP pacletsseemdo alleviate TCP unfairness
to someextent.

In orderto understanavhy shortTCP connectionsuffer even
whenthesingleshortespathsareusedby theseconnectionsye
further investigatethe averageRTT experiencedby the various
TCP connections.The obsenationsshawv thatfor the TCP con-
nectionsthatarelessthan6 hops,the averageRTTsincreaseby
up to 5% whenmultipathroutingis used. The averageRTT of a
“one-hopTCP connection’increasedy about3%. Theincrease
in RTTfor short TCP connectionss dueto the increasedevels
of congestiorcausedueto anincreasedevel of paclketinjection
ratesby the longer TCP connectionsthanksto the fasterrecov-
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Fig. 3. Comparisorof goodputratio for variousrouting policies(10 TCP con-
nections,Vmaez = 0m/s. For shortTCP connectionspnly onepathis discos-
eredperroutediscovery instance)

erytime experiencediponlink failuresdueto multipathrouting.
The increasedcongestiorcausedonger paclet queueingdelays
for shortTCPconnectiongventhoughthey simply usethesingle
shortespath.

In orderto seeif therearebenefitydueto exploitationof spa-
tial diversity)otherthanthosedueto fastrecoveryfrom link fail-
ures,we eliminatefalselink failures(the only link failuressince
the nodesare static) by settingthe RTS retry limit of the IEEE
802.11MAC protocolto infinity (usuallythis numberis setto
be7). Figure4 shows thatwithout falselink failures,shortTCP
connectionsstill suffer. At the sametime, the benefitsof multi-
pathroutingdwindlefor long TCPconnectionsThisreductionin
benefitsis because¢he schedulingmechanisnthatwe use(asin
[8]) cannottake into accountthe temporalcorrelationsbetween
the RTTsexperiencedn the multiple paths. Thetraffic on one
pathadwerselyaffectsthe traffic on the otherpath. This effect
worsenswith our changessincenow pacletsare not droppedat
the MAC layer at all. Note that the bandwidthconsumedy a
k hop TCP connectionis at leastk timesthat being consumed
by a one hop TCP connection. Thus,in Figure4, eventhough
the goodputof short TCP connectionslecreaséy about10%,
the goodputof long TCP connectiononly increasemaminally.
Sincethe performanceof TCP with AP performsis identicalto
thatof TCPwith SPif therearenolink failureswedonotinclude
the performancesf TCPwith AP in Figure4.

D. Impactof the Numberof TCP connections

In orderto examinetheimpactof varyingnumberof TCPcon-
nectionson the performancef TCP over multiple pathswe fur-
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ther simulatetwo cases.In the first case five TCP connections
areestablishedh thenetwork (Figure5); In theseconctasepnly
oneTCP connectioris establishedh thenetwork (Figure6). We
seethatthebehavior in termsof theincrease/decreasegoodput
ratio of the TCP connectionspn average,is independenof the
offeredload. Shortconnectiongendto do worsewith multipath
routing while long connectiongendto benefit. Note thatwhen
thereis only one TCP connectionin the network, the decrease
in goodputof short TCP connectionds solely causedby using
sub-optimalpaths(the lastfactordiscussedn SectionV-B).

E. Impactof NodeMobility

Next we examine the casewherein nodesare now mobile.
As mentionedearlier we keepthe 20 TCP end nodesstatic
during the simulationruns. All the other nodesare allowed to
move around. Figures7 and 8 comparethe goodputachiered

3Thepositionsof thesenodesarerandomlychoserfor every simulationrun.

Single path TCP —+—

Alternate Path TCP ----*---
Multipath (edge disjoint) TCP -
Multipath (node disjoint) TCP &

Goodput(Kbps)
N
'S

0.8 5

10
Distance (in hops)

Fig. 6. Comparisorof goodputratio for variousrouting policies (1 TCP con-

nection,Vinaz = 0m/s)
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Fig. 7. Comparisorof goodputratio for variousrouting policies(10 TCP con-
nection,Vinaz = 10m/s)
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Fig. 8. Comparisorof goodputratio for variousrouting policies(10 TCP con-
nection,Vinaz = 20m/s)

with the variousrouting stratgieswhen V., = 10m/s and
Vimaz = 20m/s respectiely. We seethat TCP goodputis fairly
high for all caseswhenthe hop countbetweenthe sourceand
destinatiorpair is small (<3 hops). Furthermorethe difference
in performancefor the variousrouting policiesis insignificant.
However, for higherhop countsthe goodputis low but the mul-
tipath policies outperformTCP with SP From Figures7 and8,
we seethat with mobility the goodputratio of TCP with ary of
themultipathrouting strateyiesto thatobsenedfor TCPwith SP
tendsto first increasewith hop count. However, beyonda certain
hop counttheincreasds lesssignificant. In fact, whenthe mo-
bility is high (Vjhee = 20m/s) the goodputactually decreases
a little if we increasethe hop countbeyond9. In general,note
thatthebehavior is similar irrespectve of whetherthe maximum
speeds 10m/s or 20m/s.

In the experimentghusfar, since,the performanceifference
betweenT CPwith AP andTCPwith EDM or TCPwith NDM is
insignificant,onemightinfer thatthelatterschemeareunableto
enjoy spatialreusebenefitsin spiteof attemptingto bypasscon-
gestionby schedulingalargernumberof pacletsonthepathsthat
experiencelower RTTs Thus, the benefitsare primarily dueto
thealleviation of the effectsof link failureseitherdueto mobility
or congestion.

In particular theprimaryreasorfor theobsenationsin Figures
7 and 8 is that when the distancebetweentwo nodesis large
andwhennodesmove with high speedsthelifetime of a pathis
short.In suchcasesthelifetime of thelongestife pathis almost
equalto thelife time of the shortestife path. In otherwords, if
a pathbreaksit is highly probablethatthe otherpathswill also
breakin the very nearfuture. Therefore,one might expectthat



if two nodesare extremely far from eachother, using multiple
pathsdoesnot provide ary noticeablébenefitsover simply using
a single path. We also obsere that TCP with NDM performs
theworstin the staticcase(Figurel); howeverit performsbetter
thanTCPwith AP or TCPwith EDM in themobilecase.Thisis

becaus¢hemobility of anodecancausamnultiple pathsto fail in

thelattertwo cases.Thus,thesepoliciesaremoresusceptiblgo

mobility thanTCP with NDM.

VI. CONCLUSIONS

In this paperwe examinethe effects of multipathrouting on
TCPgoodputin wirelessadhoc networks. We considerifferent

multipath routing stratgyies: (a) finding multiple edge-disjoint

pathsand usingthe shortestone until it breaks,then switching
to the next shortestpath and so on, (b) simultaneouslyusing
multiple edge-disjointpathsand (c) simultaneouslyusing mul-
tiple node-disjoinfpaths.Whenwe usemultiple pathssimultane-
ously, we usea previously proposedschedulingpolicy, wherein,
the numberof pacletsthatarescheduledn arouteis inversely
proportionalto the averageRTT experiencedon that route. In
contraryto our expectationsnpotall TCP connectionsreseerto
benefitor degradefrom theuseof multiple paths.Long TCPcon-

nectionsbenefitto a certainextentwhile short TCP connections

mayevensufer aslightdegradatiorin goodputascomparedvith
TCP usingthe single shortestpath. We find that spatialdiver-
sity benefitsof usingmultiple pathssimultaneouslys very lim-
ited, sincethetransmissioron oneof thepathsinterfereswith the
transmissionsntheotherpaths.Thus,only asinglepathmaybe
usedatagiventime. We obsene thatasa consequencehe dif-
ferentmultipathrouting stratgiesbehae identically in termsof
TCPgoodput.Furthermorewe obsene thatthe benefitsof mul-
tipath routing in copingwith (real or false)link failuresarein

termsof improving the efficiency of the routediscovery process

for long TCP connectionsn on-demandoutingprotocols.From
thefairnesgoint of view, multipathrouting canalleviate unfair-

nesshetweershortTCP connectionandlong TCP connections.
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