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Abstract— Mobile ad hoc networks consistof nodesthat
are often vulnerable to failur e. As such,it is important to
provide redundancyin terms of providing multiple node-
disjoint paths from a sourceto a destination. We first pro-
posea modified version of the popular AODV protocol that
allows us to discover multiple node-disjoint paths from a
sourceto a destination. We find that very few of suchpaths
can be found. Furthermor e, as distancesbetweensources
and destinationsincrease bottlenecksinevitably occur and
thus, the possibility of finding multiple pathsis considerably
reduced.We concludethat it is necessarnyto placewhat we
call reliable nodes (in terms of both being robust to failur e
and being secum) in the network for efficient operations.
We proposea deploymentstrategy that determinesthe po-
sitions and the trajectories of thesereliable nodessuchthat
we can achieve a framework for reliably routing informa-
tion. We define a notion of a reliable path which is made
up of multiple segmentsgachof which either entirely con-
sistsof reliable nodes,or containsa presetnumber of mul-
tiple paths betweenthe end points of the segment.We show
that the probability of establishingareliable path betweena
random source and destination pair increasesonsiderably
evenwith a low percentageof reliable nodeswhen we con-
trol their positionsand trajectories in accordancewith our
algorithm.

|. INTRODUCTION

Mobile ad hocnetworksfind applicationin mary fields
suchas military deployments, disasterrescuemissions,
electronicclassrooms.In this paper we primarily look
atreliability in termsof providing robustnesso nodefail-
uresin ad hoc networks. Nodefailuresmay be intermit-
tent,i.e.,for shortperiodsor for long periodsof time,and
dueto variousreasons. First, since thesenetworks are
likely to be deplg/ed in wirelesservironments,the com-
municationdetweertheadhocnodeswill have to bevia
a harshfading channel. Thus, communicationdbetween
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nodeswould typically endureperiodsof intermittentfail-
ure and as a consequencepaclet losses. It is possible
that certainnodesmight completelylose connectiity for
temporaryperiodsdueto the fadingconditions.Oneway
of overcomingthis would be to usesophisticatedntenna
systemsor modulationmethods. However, mary of the
ad hoc nodes,if not mostof them,would be constrained
by size, processingand power limitations and thus, may
not possessuchcapabilities.Secondmary of theadhoc
nodesare power constrained.Due to batterydrain, it is
possiblethat someof thesenodesmight not be able to
function. Suchaneffect mayresultin along termfailure
if anodes batteryis completelydrainedor if it is possible
to re-chage the nodes battery the nodemight not func-
tion for intermittentshortperiods. Third, nodesin anad
hocnetwork arevulnerableto compromiseCompromises
areespeciallylikely for unattendegdensomodesor hand-
heldscarriedby pedestriansA simpleform of denialof
serviceis to simply causenodefailures eitherintermittent
orlongterm.

Multipath routing is one way of improving the relia-
bility of the transmittedinformation. While multipath
routing may be usedfor various other reasonssuch as
load-balancinggongestioravoidance Jower frequeng of
routeinquiriesandto achieve alower overallroutingover-
head[1][2][3][4][5], ourobjectieis to primarily designa
multipath routing framework for providing enhancedo-
bustnesgo nodefailures. If one could provide multiple
pathsfrom a sourceto a destination,one could ervision
the transmissiorof redundaninformationon the various
paths(by the useof known techniquessuchas diversity
encoding[6]) thatwould helpthe recever in reconstruct-
ing thetransmittednformationevenif afew of the paths
wereto fail. By multiple paths,we imply multiple node-
disjoint routesfrom a sourcenodeto a destinationnode.
Our first goaltowardsthis is to designa routing protocol
that would allow us to find multiple node-disjointpaths
from a given sourceto a destination. Towardsthis, we



malke modificationsto the Ad Hoc DistanceVectorRout-
ing Protocol(AODV) [7] which is oneof the mostpopu-
lar adhocroutingprotocolsto facilitatethediscovery, and
consequentlyhe useof multiple node-disjointpaths.

We foundthatthe numberof node-disjoinpathsfrom a
sourceo adestinatioris dependenon thenodedensityin
thead hocnetwork (asmight be expected).Furthermore,
we foundthatasthedistancebetweerasourceandits des-
tinationis increasedpnecould find no morethana very
limited numberof pathsbetweernthem,evenat moderate
nodedensitieqaveragenodedegreeis 6.7). Thisobsera-
tion leadusto believe that,onewouldrequireatleastafew
of theadhocnodesto be morereliable Onecouldenvi-
sionthatthesenodeswould be placedin moving vehicles
andcouldbelessconstrainedn termsof size,processing
andpower. They would be physicallymoresecureandro-
bustto compromisesThesenodes(typically muchfewer
in numberin comparisorwith the normalad hoc nodes)
couldthen,beallowedto participaten routingalongmul-
tiple routesbetweerthe samesource-destinatiopair. For
the easeof notationlet us call thesenodesR-nodes The
revised objectie is thento constructa sequenceof re-
liable sgmentsbetweenthe sourceand the destination.
Nodesthatjoin two segmentshave to be R-nodes A sgy-
mentis deemedreliable if it consistsof eithera preset
numberof pathsbetweerthetwo R-nodeghatit connects
orif it is madeup of R-nodesentirely A concatenation
of reliablesegmentss calledareliablepath We describe
the constructiorof areliablepathin detailin SectionV.

Thenext questionthatarisesis: whereshouldtheseR-
nodesbe placedso that the probability of finding a reli-
able path betweenan arbitrary sourceand destinationis
acceptablenitially, we placedtheseR-nodesat random
locationswithin the areaof interest. However, we found
that this doesnot help in achieving an acceptableprob-
ability of finding a reliable path betweena sourceand a
destination.Thus,we needa moreintelligentway of plac-
ing theseR-nodes Furthermoreasthenodesn theadhoc
network aremobile,the R-nodesvould have to adaptvely
move soasto maintaintheseadwantageougositionswith
respecto the othernodes.We proposea methodologyto
control the trajectoryof an R-nodebasedon information
exchangedwithin alocal vicinity of the R-node.We find
by simulationsthat placing eachR-nodeat positionsde-
fined by our algorithm (which is in fact, a versionof the
randomizednin-cutalgorithnt [8]) is avery effective de-
ploymentstratgy in termsof achieving a high probability
thatareliable pathis found betweenary arbitrarysource
anddestination.

Theremaindeof this paperis organizedasfollows. In

! Thedetailsareprovidedin alatersection.

Sectionll, we review the relatedwork on multipathrout-

ing in ad hoc networks. We describeour modified ver

sionof AODV (we call it AODVM for AODV-Multipath)

in Sectionlll and describehow it finds multiple node-
disjoint pathsfrom a given sourceto a given destination.
In SectionlV we discusshe simulationexperimentgper

formedwith AODVM anddiscusshe obsered resultsin

termsof performance We describethe variousstratgies
that we considerfor deplg/ing the R-nodesandthe mo-

tivation for doingsoin SectionV. In SectionVI we de-
scribeour simulationresultswith a new experimentalset
up with an ad hoc network thatincludesa small number
of R-nodesand discussthe obsered resultsin termsof

the performancef the variousdeploymentstratgies. We

presenbur conclusionsn SectionViIl.

Multipath routing has been well studied in wired
[1][9][10] andwireless[2][3][4][5][11] networks. Mul-
tipath routingin MANETS hasalsoreceved someatten-
tion recently DSR [12] and TORA [13] have the abil-
ity to find multiple paths. In DSR, by using the infor-
mationreceved from multiple routequerieswhich might
traversedistinctpaths the destinationcanattemptto con-
struct multiple node-disjointpaths. However, dueto its
inherentnature(asin AODV, describedn the next sec-
tion), DSR canfind only a small fraction of the possi-
ble node-disjointpathsif usedwithout ary modifications.
TORA buildsandmaintainamultiple loop freepathsusing
DirectedAcyclic Graph(DAG) rootedat the destination;
however, it doesnot find node-disjointpaths.

Path disjointnesshasbeenstudiedin [2][3][5][11]. In
[2], the authorshave analyzedthe performancempacts
of alternatve pathroutingfor load balancing.Nasipuriet
al.[3] studiedthe effect of numberof multiple pathsand
lengthsof thosepathson routing performanceausing an-
alytical models. Lee et al. [11] proposedhe Split Mul-
tipath Routing protocol (SMR), which canfind an alter
nateroutethatis maximally disjoint from the shorteste-
lay route from the sourceto the destination. All of the
above protocolsare basedon sourcerouting. Distance
vectorbasedmultipathrouting protocolsareinvestigated
in [4][9][14]. However, of these AOMDV [4] is theonly
protocolthatensureshatthe pathsareedge-disjoint.

Themultipathroutingprotocolsdescribedibore, which
arebasednsourcerouting,allow thesourcenodeto com-
putemultiple nodeor edge-disjoinpaths.The sourcecan
do sofrom the partial topologyinformationthatis made
availableby meanf multiple responseto a singleroute
query With distancevector basedprotocols,the topol-
ogy informationthata nodecanobtainis further limited.

RELATED WORK



Thus,it would bedifficult to construcinode-disjointpaths
from a sourceto a destination.Link staterouting canbe
usedto generatanultiple node-disjointpathsbut the use
of suchprotocolsrequireslarge overhead415]. AODV
is a popularrouting protocolthat createsdistancevector
routingtableson-demanandit requiresalower overhead
ascomparedvith DSR[16]. Thus,we chooseAODV as
a candidateprotocoland make modificationsto it, to fa-
cilitate the discavery of node-disjointpathsfrom asource
to a destination. Although therehasbeenprior work on
modifying AODV to computeedge-disjoinipaths[4], to
the bestof our knowvledge,our AODVM protocolis the
first modified versionof AODV, that hasthe ability of
finding node-disjointpaths.Furthermorepur work is the
firstto studytherelationshigbetweerthenumberof node-
disjoint pathsthat can be found betweena sourceand a
destinationandthe densityof nodesin the network. Our
obserationslead us to concludethat in the absenceof
ary infrastructurat is highly improbablethatwe canfind
asatisactorynumberof node-disjoinfpathsevenat mod-
eratedensities especiallywhenthe sourceandthe desti-
nation are far apart. Thus, we proposean infrastructure
thatis facilitatedthe deployment of reliable nodes(that
we call R-node} thatcanrouteon multiple paths,asde-
scribedearlier

Our work alsoinvestigateghe effect of the locationof
R-nodeson the performancen termsof computingmul-
tiple paths. We proposea distributed protocolto control
the trajectoriesof the R-nodessuchthat a reliable rout-
ing framework could be provided. In [17], a trajectory
controlalgorithmwasproposedor mobilegatavaysin ad
hocnetworks. Theobjectve of thetrajectorycontrolalgo-
rithm is to determinevherethegatavaysareto beplaced,
relative to the ad hoc group of nodesthat the gatevay
senessuchthatcertainnetwork performancenetricssuch
as throughputwas maximized. Unlike in [17] wherein
onewould mostlikely placethegatevaysin denseaegions
within thenetwork, our objective would beto placethe R-
nodesin sparserregionsof the network andcontrol their
trajectoriesso asto increasethe probability of establish-
ing areliablepath(definedearlier)betweertwo arbitrary
nodes.

I1l. AD-HOC ON-DEMAND DISTANCE VECTOR

MULTIPATH (AODV M) ROUTING

In orderto facilitatethe computationof multiple node-
disjoint pathsfrom a sourceto the destinationwe choose
AODV asacandidatgrotocolandmake modificationsto
it to enablethe discorery of suchpaths.First, the choice
of AODV is basedn prior studieq15] thatshav thaton-
demandrouting protocolsconsumedower overheadthan

Destination

Links that are recorded in the routing table Links that are discarded

Fig.1. TheRREQpropagatiorprocedurén AODV

pro-actie routing protocols. Second,as comparedwith
DSR (which is the otherpopularon-demandouting pro-
tocol), AODV avoidsthehigh sourceroutingoverhead.

A. AODV

We first briefly describethe AODV protocol. We omit
mostof the detailsdueto spacdimitations. A morede-
taileddescriptionof AODV maybefoundin [7].

AODV combineghe useof destinationrsequenc&um-
bersin DSDV with an on-demandoute discovery tech-
nique.If asourceneedsarouteto adestinationit invokes
a network-wide flood of a route requestor RREQ mes-
sage.n responsegitherthedestinatioror anintermediate
nodethatknows a routeto the destination sendsa route
reply or RREPmessag®ackto the sourcealongthe path
onwhich the RREQmessagevasreceved. Intermediate
nodesre-broadcasthe RREQmessagenly if (a) they do
notknow arouteto thedestinatiorand(b) if they have not
alreadyforwardedthe particularRREQmessage.

Oncearouteis establishedit is usedby the sourceto
senddata. If alink fails, the nodethat detectsthe link
failure (possibly through feedbackfrom the link layer),
sendsa route error (RERR) messagéo the source,upon
thereceiptof which, the sourcere-initiatesaroutesearch.
Destinationsequenc@umbersaretaggedontoall routing
messageandareusedto indicatetherelative freshnessf
theroutinginformation.

SinceduplicateRREQ messagesgre discardedby in-
termediatenodes,it is probablethat, someof the possi-
ble node-disjointpathsto the destinationmight never be
tracedduringthe queryprocess.in Fig. 1, thelinks indi-
catedby thedashedinesareneverreportedo thedestina-
tion sincetheintermediataelay nodesdiscardthe RREQ
messageseceved on theselinks. Eventhoughthereare
threepossiblenode-disjointpathsfrom the sourceto the
destination AODV canfind only oneof them.

B. AODV-Multipath (AODVM)

We proposemodificationsto the AODV protocolsoas
to enablethe discovery of multiple node-disjointpaths
from a sourceto a destination.Insteadof discardingthe
duplicateRREQpaclets,intermediatenodesarerequired
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to recordthe information containedin thesepacletsin a
tablewhich we referto asthe RREQtable. For eachre-
ceived copy of anRREQmessagethereceving interme-
diate noderecordsthe sourcewho generatedhe RREQ,
thedestinatiorfor whichtheRREQis intendedtheneigh-
bor who transmittedthe RREQ, and someadditionalin-
formation (as shavn in Fig. 2(a)) in the RREQ table.
Furthermoreintermediateelaynodesareprecludedrom
sendingan RREPmessagelirectly to thesource.

When the destinationreceves the first RREQ paclet
from one of its neighbors,it updatesits sequenceum-
ber and generatesan RREP paclet. The RREP paclet
containsan additionalfield called“lasthop.|D?” to indi-
catetheneighborfrom whichtheparticularcopy of RREQ
pacletwasreceved. This RREPpacletis sentbackto the
sourcevia the pathtraversedoy the RREQcopy, albeitin
thereversedirection.Whenthedestinatiorrecevesdupli-
catecopiesof the RREQ paclet from otherneighborsit
updatests sequence@umberandgenerateRREPpaclets
for eachof them. Lik e thefirst RREPpaclet, theseRREP
pacletsalsocontaintheir respectie lasthopnodes’lDs.

When an intermediatenodereceves an RREP paclet
from oneof its neighborsjt deletegheentrycorrespond-
ing to this neighborfrom its RREQtableandaddsa rout-
ing entryto its routingtable (shavn in Fig. 2(b)) to indi-
catethe discoreredroute to the originator of the RREP
paclet (the destination). The node, then, identifiesthe
neighborin the RREQ table via which, the pathto the
sources the shortestandforwardsthe RREPmessagéo
thatneighbor The entry correspondingo this neighboris
thendeletedfrom the RREQtable.In orderto ensurehat
anodedoesnot participatein multiple paths,whennodes
overhearary nodebroadcastingan RREP messagethey
deletethe entry correspondingo the transmittingnode
from their RREQtables.

WhenanintermediatenodethatrecevesanRREPmMes-
sagecannotforward it further (its RREQ table is now
empty),it generatesan RDER or RouteDiscovery Error
messagandsendghatmessagéo theneighborthatactu-
ally forwardedthe RREPto thisnode.Theneighboyupon

2We assumehattheID of anodeis uniquein thenetwork andit can
bethenodes IP address.

receving theRDERmessagevill now attempto forward
the RREPto adifferentneighborwho canpotentiallyfor-

wardit furthertowardsthe source. We limit the number
of RDERsthatanRREPmMessageanexperiencan order
to preventthe generatiorandexchangeof alarge number
of suchpaclets’.

We see that intermediatenodes make decisionson
whereto forward the RREP messagesgunlike in source
routing) and the destination,which is in fact the origi-
nator of thesemessagess unavare asto how mary of
theseRREP messagethat it generatedactually madeit
backto the source. Thus, it is necessaryor the source
to confirm eachreceved RREP messagéy meansof a
RouteConfirmationmessagéRRCM). The RRCM mes-
sagecan,in fact,bepiggybacled ontothefirst datapaclet
senton the correspondingoute andwill alsocontainin-
formationwith regardsto the hop countof theroute,and
thefirst andlasthoprelayson thatroute.

As in the AODV protocol,we usesequenc@umbergo
prevent loops. When a sourcenodeinitiates an RREQ,
it increasests sequenceumberseq;; < (seq§ represents
nodei’s latestsequenc@umberknown to nodej) andthe
destinatiors sequenc@umberseq® by one. Thesetwo
sequenceumbersareindicatedin the RREQpaclet and
denotedby seqyfro and seq%f}zEQ respectiely. Each
time the destinationnode receves an RREQ paclet, it
computesnew sequencaumber:

dst

seqie; = MAX (seqftimg, seqdst) +1

(1)

The destinationthen generatesan RREP messagehat

containsa sequencenumber seq&t -, Which is setto

dst
seqge;-

Lemma 1 Using AODVM, if a route < v, ..., v,...,
vy, > is found,wheee v; is thei** nodeon the path,v; is
the source node(the originator of the RREQquery)and
vy, IS the destination,thenwv; # v; for anyi # j and
1<14,5 <m,ie,therisnoloopin thisroute

Proof. Whenanodeforwardsan RREPpaclet towards
the source,jt addsanentryin its routing tableto indicate
a route from the destinationto the source. Assumethat
thereis a loop on the route, Without loss of generality
we assumehatw; is ontheloop. Thus,v; would forward
thesameRREPmessagenorethanonce.With AODVM,
whenanodeforwardsanRRERt “implicitly” informsall
its neighborsthatit is a part of the correspondingoute.
Upon the receiptof this messagethe nodes neighbors
deletethe entry correspondingo the transmittingnodein
their RREQtables. Thus,whenuw; transmittedthe RREP
messageo v;_1, all of the neighborsof v; thatoverheard

3In our simulation(to be describedater) we setthis limit to twice
thelifetime (TTL) of theRREPpaclet.



the RREPwould deletethe entry correspondingo v; in
their RREQtables. Thus, thesenodeswould never for-
wardanotheRREPto v;. If anodefailedto overheamw;’s
RREPmessagadt is possiblethatit mayforwardanRREP
to v;. However, uponthereceiptof this RRER sincev; is
alreadyon anactwve route,it cannotforwardthe RREPto
ary otherneighbor;v; would sendan RDER messagé¢o
the particularneighbor Thus,theloopis prevented.

Lemma 2 Using AODVM, if two routes < vgpc,...,
V1gyeeVdst > ANA < Vgpe, ..., V2;,..., Vgst > are discovered,
thesetwo routeshave no commonnodesexceptfor the
source v, andthedestinationvg,, i.e., thesetwo routes
do not containany commonintermediatenodesand are
hencenode-disjoint.

Proof. Since,from Lemmal, a nodenever forwards
more thanone RREPIn responsdo the sameRREQ, it
is impossiblefor a nodeto participatein morethanone
route. Thus,if multiple routesarediscovered,they should
benode-disjoint.

Oneof thedisadwantagesvith AODVM is thatinterme-
diate nodescannotuse previously cachedrouting infor-

movements Pausdime is alwayssetto zeroandthespeed
of the nodesis uniformly distributed over [0, 10m/s]. In
eachcase,we generate20 different scenarios. In each
scenario,we randomly choose500 sourceand destina-
tion pairs. The simulationresultsarethe averageof these
10000samples.

Sinceevery RREPpaclet triesto find the shortesipath
from the destinationto the source,note that the number
of node-disjointpathsdiscoveredby AODVM is not the
maximalnumberof node-disjointpathsthatcanbefound
betweerthe sourceandthe destination However, without
expendinga large amountof overheadin orderto obtain
the topology information of the entire network, it is im-
possibleto computeall the node-disjointpaths. In order
to evaluatethe performanceof AODVM, we compareit
with anidealcasejn whichthetopologyof theentirenet-
work is known at the sourceandthe sourcefirst executes
the shortesipathfirst searchalgorithm. The nodeson the
shortestpatharenow excludedandthe algorithmis exe-
cutedagainto computethe next shortestpath. Note that
this new pathis node-disjoinfrom thefirst path. Thepro-

mationto generatdkRREPmessageslhe RREPmessages cessis thenrepeateduntil no further node-disjointpaths

shouldalwaysbegeneratedby the destinatiomode.This,
however, is necessargince,if intermediatenodesgener
ateRREPs,it might not be feasibleto guaranteghatthe
discoreredroutesarenode-disjoint.

V. PERFORMANCE OF AODVM

In this section, we evaluate the performanceof the
AODVM protocol and discussthe availability of multi-
ple node-disjointpathswith variousnodedensities. We
usea simulationmodelbasedon ns-2[18]. The Monarch
researctgroupin CMU developedsupportfor simulating
multi-hopwirelessnetworks completewith physical,data
link and MAC layer modelsin ns-2 The distributed co-
ordinationfunction (DCF) of IEEE 802.11for wireless
LANs is usedasthe MAC layer The radio modeluses
characteristicsimilarto acommercialadiointerface,Lu-
cents WaveLAN. WaveLAN is ashared-mediaadiowith
a nominalbit-rate of 2Mb/secanda nominalradiorange
of 250meters.The performancenetricsthatwe areinter
estedn are:

« The averagenumberof node-disjointpathsthat are

discoveredperrouteinquiry.

« The probability that the number of node-disjoint
pathsdiscoveredin ary routeinquiry is no lessthan
acertainpresethresholdx.

In our simulationswe dispersea varying number of
nodeqCasel: 250nodesCase? : 350nodesandCases:
500nodesuniformly in a2500mx 2500mrectangulare-
gion. We usethe randomwaypointmodelto modelnode

canbefoundbetweerthegivensourceanddestination.

In Fig. 3 theperformancef AODVM is comparedvith
thatof theidealcasewhile varyingthe densityof nodesn
the network. In Cases? andCase3, AODVM canfind
at least80% of the pathsfound in the ideal case,and
it canfind at least70% of the pathsfound by the ideal
methodin Casel. Thehigherthenodedensity the higher
this percentageThis is becausehe higherthe nodeden-
sity, the higher the probability that multiple pathsexist
betweenthe sourceand the destination. At lower node
densitiestheremay exist some“bottlenecknodes”in re-
gionsof low nodedensitybetweerthe sourceandthedes-
tination. Sincethesenodescanonly route pacletson a
single path, other RREPshave to make detoursandfind
alternateoutes.However, we notethatthereis alimit im-
posedon the numberof RDERsthatan RREPpaclet can
experience. Furthermore someof the RREQ messages
arelostdueto collisionsandhencedonotresultin RREP
responsesdDueto theseeffects,somealternatgpaths(even
if they exist) may never befound.

Fig. 4 (andFig. 5) plot the probability that the num-
berof node-disjoinpathsdiscoreredin eachrouteinquiry
by AODVM is no lessthan3 (and4) versusthe number
of hop¢ on the shortesipath betweenthe sourceandthe
destination.FromFig. 4, we seethatthe probability that
atleastthreepathsarefoundis almostl in Case3, andis
above 0.78in Case2. Butin Casel, this probabilitydrops
quickly asthe distancebetweentwo nodesincreases.In

4A measuref the distancebetweerthetwo nodes.
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Fig. 4. Probabilitythatthe numberof node-disjointpathsdiscovered
is nolessthan3 (k = 3) perrouteinquiry, for variousnodedensities.

Fig. 5, the probability that at leastfour pathsare found
is abore 0.77in Cases3. In Case2, this probability drops
quickly to 0.5asthedistanceébetweertwo nodesncreases
to about6 hops.It dropsbelov 10%in Casel asthedis-
tancebetweerthe sourceandthedestinatioris 7 hops.

FromFig. 3,Fig. 4 andFig. 5 we notethatwhenthe
nodedensityis high, we canfind an acceptablenumber
of node-disjointpathsto provide areasonabléevel of ro-
bustnesgo nodefailures. However, the numberof node-
disjoint pathsthat are discoveredis very limited even at
moderatenodedensities(for example,Casel). In order
to route informationreliably in caseswherein, multiple
node-disjointpathsarenot available,a certainnumberof
“reliable nodes”shouldbe placedin the network. In the
next sectionwe describehefunctionality of thesereliable
nodesanddescribea methodologyto controltheir trajec-
toriesto achiere higherroutingreliability.
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Fig.5. Probabilitythatthe numberof node-disjointpathsdiscorered
is nolessthan4 (x = 4) perrouteinquiry, for variousnodedensities.

V. A FRAMEWORK FOR RELIABLE ROUTING

In the previous sectionwe saw that, without expending
a large amountof overhead,one cannotfind a suficient
numberof node-disjoinpathsbetweera givensourceand
adestinatiorto provide areasonableegreeof robustness
to nodefailures.Thiswasespeciallytrueif thesourceand
the destinatiorwerefar away from eachother Onecould
immediatelythink of finding edge-disjointpaths; how-
ever, nodesthat are at the intersectionof multiple routes
might fail andthis might causeall the routeswhich pass
throughsuchanodeto fail simultaneouslyiponthenodes
failure. Thus,it is concevablethatonewould attemptto
deploy thosenodesthat are more reliable than othersat
junctions connectingmultiple node-disjointsggments(a
sgmentis a pathbetweenwo nodesseeFig. 6).

In this work, we proposethat a set of thesereliable
nodesbe deplg/edin anad hoc network for the purposes
of increasingreliability andsecurity This propositionis
not unrealisticin the sensethatin typical ad hoc deploy-
mentsonecanervision the presencef multiple typesof
nodes.In abattlefieldnetwork, onecould have unreliable
low power sensorsor handheldswhereagherecould be
themorereliable,power capableandsecurenodeghatare
locatedin atankor ary otherlargevehicles.lt is alsocom-
monin securityresearcho assumehe presencef theso
called“trustednodes[19]. For theeaseof discussionye
referto thesereliablenodesasR-nodeslt would be natu-
rally expensve to deplg alarge numberof theseR-nodes
andthe R-nodeswould constitutea small fraction of the
entire ad hoc network. The questionthat we are trying
to answers: if the objective of deplging theseR-nodes
is primarily to supportareliableroutingframework, then,
whereshouldtheseR-nodedepositionecandhow should
their trajectoriesbe controlled?

Before we try to answerthis questionwe first define



what we call a reliable path In the absenceof the R-

nodeswe statethatareliablepathexistsfrom asourceio a
destinationf thenumberof node-disjoinpathsthatcanbe
foundbetweerthis sourceanddestinatioris atleastequal
in numberto a presetthresholds. Whenthe R-nodesare
deploed, the definitionof areliable pathchangesif one
canconcatenata sequencef reliable sggmentsbetween
thesourceandthedestinatiomode thenthepathis saidto

bereliable. A sggmentis definedto bereliableif thenum-
ber of node-disjointpathsthat canbe found betweenthe
endnodesof the sggmentis atleastequalin numberto «,

or, if thesggmententiretyconsistf reliablenodes.Note
that, while concatenatingeliable segments,the nodesat
theintersectiorof suchsegmentsoughtto bereliable. As

anexample,we have a pathfrom a sourceS to a destina-
tion D in Fig. 6. Thevalueof « is setto three. There
arethreeR-nodesR;, R; andR3. We seethatthe end-to-
endpathfrom S to D may be deemedeliable sincewe

canconcatenat¢hreereliable sggments the first from S

to Ry, thesecondrom R; to R3 andfinally thelastfrom

R3 toD.

It is importantto positionthe R-Nodesso asto maxi-
mize their utility. As the nodesin the mobile ad hocnet-
work move, it maybecomenecessario movetheR-nodes
relative to the motion of the othernodes.If the network
is denseall over, it would be possible(asthe resultsindi-
catedwith AODVM) to find areasonabl@umberof paths
betweenary arbitrarysourceanddestinationpair. As an
example,whenthe averagenodedegreewas setto 13.5
(Case3 in SectionlV), AODVM wasableto find eight
paths,on average. Whenwe considerea large sampleof
source-destinatiopairsthatare separatedy a fixed hop
countontheshortespathbetweerthem,wefoundthatthe
minimum andthe maximumof the numberof pathsthat
arefound betweenall suchpairs are significantly differ-
entfrom oneanother Thus,the reasonwhy we could not
find multiple pathsbetweennodesthat are distantfrom
eachotheris most probably becauseof the presenceof
sparseegionsin the network which actasbottleneks If
we could placethereliablenodesin thesesparseareasit
appearsasif we could createthe desiredreliable paths.
RandomlyplacingtheseR-nodesis not likely to provide
uswith ary performancegains(aswe shallseelater). By
placingtheseR-nodessuchthat they would interconnect
with the maximumnumberof ad hoc nodes(i.e., have a
maximaldegree)would probablynothelpeitheraswe see
in theexamplein Fig. 7. In Fig. 7(a),the blacknodehas
the largestdegreein the network. In Fig. 7(b), the black
node hasthe smallestdegreein the network. However,

5We assumehe communicatingentitiesarereliableandhave mutu-
ally authenticatethemseles.
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Fig.6. A reliablepathbetweemodeS andnodeD (x = 3).
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Fig. 7. (a) Themaximum-dgreenode(the black node)is the bottle-
necknodein the network. (b) The minimum-degreenode(the black
node)is the bottlenecknodein the network.

eachnodehasan equalimportancein termsof keeping
thenetwork connectedi.e.,ensuringhatasinglepathex-

ists betweerary two nodes.Our objective is similar, i.e.,
identify positionsfor the R-nodessuchthatthe probabil-
ity of the existenceof areliable path (givena valueof )

betweenary two given nodesis high. Towardsthis, we
usea modificationof the randomizedmin-cut algorithm
which we describen the next sub-section.

A. Min-cutalgorithmandour modification

Prior to describinghow the randomizedmin-cut algo-
rithm maybeusedto determinevherethe R-nodesareto
be placedwe describehe randomizednin-cutalgorithm
[8] in brief.

Let G(V, E) beanundirectedveightedgraphwhichis
connectedA cutin G is a partition of the verticesV into
two non-emptysetsS andS. Thevalueof acutisthesum
of theweightsof theedgescrossinghecut. If theweights
of all the edgesin G areone, thenthe value of a cut is
the countof thoseedgesthat have one end-pointin each
of the two setsS and S. The min-cutis the cut(s) with
the minimum cut value of all the possiblecuts. If all the
edgesin G areof unit weight, the min-cutis the number
of edgeghatmustberemoved from G to separatet into
two partitions. The smalleroneof thesetwo partitionsis
thencalledmin-cutset.

A cutof agivengraphcanbeobtainedby whatis called
the contraction algorithm The basicideaof the contrac-
tion algorithmis to randomlychooseanedge(z,y) in G
andreplaceverticesz andy by a new vertex z; for each



v ¢ {z,y}, theweightof thenew edge(v, z) is thesumof
theweightsof edge(v, ) andedge(v, y); therestof the
graphremainsunchanged.The contractionprocedures
repeatedintil thereareonly two nodesandoneedgeleft.
Thecutvalueis thentheweightof the edgethatconnects
thesetwo nodes.During eachiterationof the contraction
procedureasingleedgeis choserandthetwo nodescon-
nectedby this edgeare contracted. Thus, if therearen
nodesin thegraph,thealgorithmtakes O (n?) time. Note
that this running time is independenof the numberof
edgesin the graph. It canbe proved that the probabil-
ity thatthe min-cutof agraphG is foundby asinglerun
of the contractionalgorithmis boundedoy Q(n=2) [8]. If
we repeathe contractionalgorithmO(n?logn) times,we
canexpectwith a reasonablgrobability that someitera-
tions of the contractionalgorithmfind the min-cut. Thus,
in orderto computethe min-cutvalueof agivengraphG,
we would expectto incur aruntime of O(n*logn).

In orderto determinewherethe R-nodesoughtto be
placed,we requireeachnodeto computethe min-cut of
a partial graph. The objectie is to determinehow vul-
nerablethe network is, in termsof becomingpartitioned
if a particularnodewasremoved from the graph(i.e., as
in failure). We assumehat eachnodecanobtaina par-
tial topolagy view of the network; more specifically we
assumehat it knows the entire topology within somek
hopsfrom itself (k is a systemdesignparameter). The
nodethenremorvesitself andthe edgesincidenton itself
from the graphrepresentinghis partialtopology. It then
runsthe min-cut algorithmwith the following modifica-
tion: Theoutermostinks arecontractedirst, andthelinks
that are closestto the nodeare contractedast. This is
donein an attemptto ensurethatthe min-cutis anaccu-
rateindicatorof theimportanceof the computingnodein
keepingthe localizedtopology connected.As an exam-
ple,in Fig. 8(a),theblacknodeis the oneperformingthe
computationspnewould lik e themin-cutto in fact“pass”
throughthe links associatedvith the black node(shavn
by the dottedlines) as shavn. Without the requirement
that the outermostedgesbe contractedirst, the min-cut
would probablypassthroughoneof the outermosiedges.
In Fig. 8(a), without the requirementthe min-cutwould
passthroughthe link betweennodesV; and Vs, andits
valueis one. This however, doesnot reflecton therela-
tive importancgwhich is of interest)of the blacknodein
keepingthegraphconnected.

Fig. 8(b) through8(j) illustrate one of iterationsof the
contractionalgorithmwhich findsa cut valueof thegraph

Clearly this is doneto estimatethe vulnerability of the localized
neighborhoodn termsof becomingpartitionedif thenodeperforming
thecomputationwereto fail.

min-cut of the black node

- - Links connected with the black node are not counted.

1 o Vir—{Vs, Vo}

Vig+{V1a, V17}2 Vi 1,7
a2 0

(0} 0]

Fig. 8. An iterationof the contractionalgorithm.

shovn in Fig. 8(a). Theinitial weight of every edgeis

one. In eachcontractionstep, an edge(we choosethe
dashededgesas shavn’) is choserfirst, amongthe out-
ermostedges,andthe two nodesconnectedy this edge
arecontracted Theinnermostedgesarechoserin thefi-

nal few steps.Finally (Fig. 8(j)), only oneedgeandtwo

nodesareleft. The valueof the cutasdeterminedy this
iterationis two.

Sinceour modificationdoesnot changethe numberof
nodesin the input topology andthe only differenceis in
the contractionsequencef the nodes,the computation
compl«ity remainsthe sameasthat of the original min-
cutalgorithm,i.e., O(n*logn), if therearen nodeswithin
k hopsof the nodecomputingthe min-cut. If & is small,
thecompleity maybeexpectedto befairly low.

In the following sub-sectionsve describea centralized
and a distributed approachof using the abore method-
ology to determinethe bestpositionsfor placingthe R-
nodes. Although a centralizedapproachis unrealistic
within a mobile ad hoc network setting, it is usefulin
termsof evaluatingthe goodnes®f our distributed algo-
rithm.

"This choiceis arbitraryandis donesimply for illustrative purposes.
We couldchoosehe edgesn adifferentorderaswell.



B. Using a centrlized contoller to determineR-node
placement

In the centralizedstratgy, we assumehatthetopology
informationof the entirenetwork is known to every node.
Every nodes min-cutvalueandmin-cutsetarecomputed
a priori with respectto a graphof its local topology up
to k hopsfrom it. As describeckarlier we thenplacethe
R-nodesin the positionsoccupiedby the nodeswith the
lowestmin-cutvalues. This centralizedstratgy requires
astaticnetwork topologyandmobility is notallowed. The
performancen termsof theprobabilitythatareliablepath
is found betweenan arbitrarily chosenpair of nodes,as
achiesed by thusthe placingof R-nodescanbe usedasa
benchmarko comparewith our distributedversionof the
R-nodeplacemenalgorithm.

C. Thedistributed R-nodedeploymenstrategy

In the distributed R-nodedeplyment stratgy, we as-
sumethat eachnodein the network hasinformation (by
using GPSor othertechniques}hat specifiests own co-
ordinatesWefurthersupposé¢hatevery nodeperiodically
broadcastse HELLO messagéo its neighbors;informa-
tion which specifiegshetopologyof thenodes k-hoplocal
neighborhoods includedin thisHELLO messagelf k is
small, we can expectthat within someshortfinite time,
eachnodehasthe completeinformationaboutthe topol-
ogy of its k-hopneighborhoodR-nodegransmitHELLO
messageaswell. In anR-nodes HELLO messagethere
is aflag thatis usedto indicateits motion status:static (if
this R-nodes position hasbeendetermined)or dynamic
(if this R-nodeis still in the processf determiningwhere
to move). Eachnormalnodecanthus constructtwo lo-
cal topologygraphs thefirst with the static R-nodesand
the secondwithout the static R-nodes. The dynamicR-
nodesare not includedin eitherof thesetwo graphs. A
nodeperiodicallycalculatests min-cutvalueandthesize
of themin-cutsetbasednthesewo graphs Notethatthe
weightof adirectlink betweenwo staticreliablenodess
setto k. All theotherlinks have weightof one.The com-
puted min-cut valuesand the correspondingnin-cut set

sizesare piggybacled onto the nodes HELLO message.

An R-nodecompareghe min-cut value and the min-cut
setsizesof the nodesin its k-hop neighborhoodandit
moves to the proximity of the normalnodethat hasthe
minimum min-cut value. If the min-cut valuesof two
nodesare the same,the reliable node will move to the
proximity of the nodethathasalarger min-cutset.

In orderto preventmultiple R-nodegrom moving to the
samelocationat the sametime, beforean R-nodemoves
to theproximity of anormalnode,it sendutamotionre-
questto thatnormalnode.The R-nodedoesnot move un-

til it recevesamotionconfirmationfrom thenormalnode.
Someadditionalconstraintsanalsobeincorporatedsuch
asrequiringthat no two R-nodescan be too closé, and
limiting the numberof R-nodeswithin therangeof apar
ticular R-nodé.

D. Modificationsto AODVM

In orderto allow theincorporationof the R-nodesand
to allow thesenodesto participatein multiple paths,
AODVM has to be further modified. However, the
changesrevery simpleandlightweight.

In eachRREPpaclet, we includewhatwe call arelia-
bility flag. Whenthe RREPpaclet passeshroughanin-
termediatenode,this flag is setto RELIABLEonly if this
intermediatenodeis anR-nodeandif theoriginal valueof
this flagwasalsoRELIABLE Otherwisethisflagis setto
NORMAL If anintermediateR-nodecannot find a next
hop R-nodeto forward this RREPpaclet, it will split the
RREPpaclet into multiple RREPpacletsequalin count
to the numberof neighborsspecifiedin its RREQtable.
All of theseRREPpacletsaremarkedNORMALandthen
forwardedto the differentneighbors. In the examplein
Fig. 6, letusassumehat« is setto three.Initially, nodeS
generatesindsendsan RREQmessagé¢o nodeU. Upon
receving theRREQ'®, nodeU generateanRREPpaclet
andattemptdo sendthis pacletbackto S via Rz, Re and
R;. WhenR; recevestheRREPmessagémarlked RELI-
ABLE), it is unableto forwardit furtherto areliablenode.
Being aware,thatit hasactuallyreceved threecopiesof
the original RREQ from threenormal ad hoc nodes(by
meansof its RREQtable),it thenmakesthreecopiesof
theRREPmessageecevedfrom Rs. It thenmarksthese
messageBlORMALandforwardsonecopy to eachof the
threeneighbors.The threeRREPcopies,then,find their
way to the source. Since s wasthree,andthree RREP
messagewerereceved, the sourceinfersthata “reliable
path”is availableto the destinatiornlJ.

E. Effectsof nodemobility

Themobile ad hoc network topologychangessnodes
move. In orderto maintainthereliableroutingframework,
theR-nodeswill have to correspondinglynove to revised
locationsasthe network evolves. If the maximumspeed
of motion of the R-nodesis the same(or lower than)as
that of the normal nodes,they will not be ableto move

8We specifythis distanceto be 50min our simulations. However,
this would be a systenparametethatcanbe configured.

9Thisis asystemparameteaswell. However, in oursimulationsye
foundthatif this numberis setto 4, we obsenre the bestperformance.

10Notice that only a single copy of the RREQis receied by the
destination.



quickly enoughto new stratgic positionsin atimely man-
ner. Thus,arequirementvouldbethattheR-nodeshould
be ableto move at muchfasterspeedsiscomparedo its
normalad hoc nodes. This is concevable sinceas men-
tioned earlier theseR-nodesare typically powerful and
housedin large vehiclesas opposedo being sensorsor
beingcarriedby pedestrians.

VI. PERFORMANCE EVALUATION OF R-NODE
DEPLOYMENT STRATEGIES

In oursimulationswe focuson Casel describedn sec-
tion IV. In thisscenario50nodesaredeplo/edin arect-
angularareaof 2500mx 2500m. We choosethis caseto
demonstratehe effectivenessof our R-nodedeployment
stratgy evenwhenthe densityof nodesin the network is
moderate. In all our simulationexperimentswe choose
% (the numberof pathsthatwould deema particularsey-
ment, madeup of normalad hoc nodes,reliable) to be
either 3 or 4. This numberseemsto be reasonabldor
the populationsize consideredand we wantto avoid ex-
tremelylong pathsthataredifficult to maintairi?.

A. Performanceof the centialized R-node deployment
strategy

We first study the effects of the parametek 1 on the
performancef thestratgy in termsof theprobabilitythat
areliable pathis found betweenan arbitrary sourceand
destinationthat are separatedy a minimum hop-count
(we shallreferto this probabilityas Pr for corvenience).
It is desirablehatk shouldbe smallsinceotherwiseone
would have to disseminatea large amountof controlin-
formationto enablea nodeobtainthis topologyinforma-
tion. WeassumehattheR-nodesareplacedn accordance
to our centralizedmin-cut basedstrat@y. Fig. 9 shavs
thatthestratgy is someavhatinsensitve to the choiceof k
(within areasonablesetof valuesthatwe canexpectk to
take). Tobemorespecific theincreasen Pr whenkisin-
creasedrom 2 to 4 is notsignificant(lessthan0.1in most
cases).Sincethe complity of the min-cutalgorithmin
termsof runningtime is O(n*logn), we choosethe lower
valuei.e., k = 2 in all further studies.We alsopoint out
that this meansthat only a small amountof topological
informationis actuallynecessaryor achiezing a consid-
erableimprovementin performancgasto be seenlater).

Next, we comparethe performanceaesultsof the min-
cut basedcentralizedR-node deployment stratgy with
thoseof several otherR-nodedeploymentstrateyies.

" Thelongerthe path,the higherthe probability of its failure.
12Eachnodeis assumedo know thetopologyup to within & hopsof
itself.
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Fig. 9. Comparisorof the performanceof the centralizedR-node
deploymentstratay for variousvaluesof x andk.

« Randomstrategy: A stratgy in which the R-nodes
arerandomlydeplgyed.

« Degreebasedstratggy I: A stratgy in which the R-
nodesare placedin the proximity of nodeswith the
minimum degrees. Towardsthis, we first sort the
nodesn accordanc&ith anascendingrderin terms
of their degree. If thereare n R-nodes,they are
placedin the vicinity of the first n nodesin the or-
deredist. Thisstratgy appearedio beagoodchoice
initially sincewe would expectthattheminimumde-
greenodesare the bottleneckswhen attemptingto
find multiple paths.

« Degree basedstrategy 1l: A stratgy in which the
nodeswith the minimum degreesareidentifiedfirst
asin the previous stratgy; the R-nodesare placed
in the proximity of the highest-dgree neighborsof
thesenodeqoneneighborfor eachnode).We dothis
sincewe recognizethat the minimum degreenodes
may in fact, be at the edgesof the areathatwe con-
siderandthe bottlenecksamay be dueto the factthat
thesenodeshave a singlelink to therestof the net-
work. Throughthis stratgy ,we attemptto make
suchlinks reliable.

From Fig. 10 and Fig. 11 we seethat the random
R-nodeplacementstratgy doesnot help muchin find-
ing a reliable path betweentwo arbitrary chosennodes
when 10% of the nodesare R-nodes.lIt resultsin almost
the sameperformanceasthatachieved in a casewherein
therewereno R-nodes. Degreebasedstratgy | andde-
greebasedstratgy Il canhelpin increasingPg, but the
achieved performances still inferior as comparedwith
the performanceof the min-cut basedstratgy by about
18%whenk = 3 andby 25%whenx = 4. Thesecom-
parisongrove thatthe min-cutbasedr-nodedeplgyment
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Fig. 10. Comparisorof the performanceof the variousR-nodede-
ploymentstratgieswith k = 3.
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Fig. 11. Comparisorof the performanceof the variousR-nodede-
ploymentstratgieswith x = 4.

stratgyy is very effective andit offersthe highestvalue of
Pr amongall the schemesconsideredespeciallywhen
the numberof deplo/ed R-nodeds small.

B. Performanceof the distributed R-node deployment
strategy

The performancef the distributed R-nodedeployment
stratgy withoutandwith nodemobility arestudiednext.
We considertwo cases. In the first case,all the normal
nodesare static,and only the R-nodesmaove aroundand
find their optimalpositions.Initially theR-nodesarescat-
tereduniformly aswell. In thelatercasepoththeR-nodes
andthe normalnodesare allowed to move. Therandom
waypointmodelis usedto modela normalnodes mobil-
ity pattern. The speedof the normalnodesis uniformly
distributed over [0, 2 /s]. The moving speedof the R-
nodesis 10m/s, and the trajectoriesof thesenodesare
definedby the deplaymentstratgy. Thisis in line with
the requiremenspecifiedof R-nodesin sub-sectiorv-E.
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Fig. 12.
strateyy.

Effects of mobility on the distributed R-nodedeployment

Fig. 12 shaws that the distributed deployment strateyy,
in the first case(without mobility), performsworsethan
the centralizeddeploymentstratgy. This is becausein
thedistributedstratgy, the R-nodesdo not have a central
controllerwhich canprovide globaltopologyinformation.
Basedon the availablelocal informationthatis dissemi-
nated,they will have to move aroundandfind their posi-
tions. Someof the positionsthatthe R-nodeschoosemay
notbetheoptimalonesfrom theglobalpointof view. Fur
thermore,the network topology changeswith the move-
mentof R-nodessuchchangesnalke it moredifficult for
the R-nodedo find the bestpositions.

FromFig. 12 we seethatthe distributed stratgy, per
formsonly a little worsewhenthereis mobility ascom-
paredwith thecasewhereinthereis no mobility (by about
5%atmostwhenx = 3). TheR-nodesantracethetopol-
ogy changesn atimely mannerin spite of mobility and
adaptvely modify their trajectorieso find the bestpossi-
ble positions. Thus, our distributed R-nodedeployment
stratgy can be appliedin practical mobile ad hoc net-
works,in which the normalad hoc nodesareeitherstatic
or have pedestriartype motion.

VIlI. CONCLUSIONS

In this paper our objective wasto provide robustnesgo
bothintermittent(or shortterm) andlong term nodefail-
uresin ad hoc networks. Thesefailurescould be a result
of eitherfading,batteryfailureor compromisesThecom-
putationand use of multiple node-disjointroutescould
potentially provide sometoleranceto nodefailures. We
proposedmodificationsto a popularad hoc routing pro-
tocol AODV, to enablethe computatiorof multiple node-
disjoint pathswithoutincurringtheoverheadyeneratedby
link-staterouting methods. Our simulationresultsshav



thatthe numberof node-disjointpathsthat can be found
betweerasourceanda destinatiordepend®nthedensity
of nodesdn thenetwork. Furthermorewe find thatevenat
moderatenodedensitiegaveragenodedegreeis 6.7), the
numberof node-disjointpathsthatmaybe foundarevery
limited (around?2 if the distanceon the shortestpath be-
tweenthesource-destinatiopairis 7). Thus,weinfer that
it is necessaryo populatethe network with afew reliable
nodesthat are physically more sophisticatedn terms of
beingcapableof combatingfading,possessingetterbat-
teriesandphysicallymoresecure. Thesenodeswhichwe
call R-nodesaremainly usedfor creatingareliablerouting
framewvork within theadhocnetwork. We thenattemptto
addresghe questionof wherethe R-nodesareto be posi-
tionedwithin the ad hoc network andhow their trajecto-
ries areto be controlledif a notion of routing reliability
is to be provided. We definereliable pathto capturethe

notion of routingreliability andevaluatethe performance

of R-nodedeplgymentstratgiesin termsof the probabil-
ity thata reliable pathis found betweena sourceanda
destination.We proposea stratgly basedon the random-
ized min-cut algorithm. We shav that our stratgly has
the bestperformancen termsof the above definedmet-
ric ascomparedvith the otherpossiblestratgiesthatwe
consideredandthatit cancopewith dynamictopology
changegiueto low mobility patternsWe believe thatthe
architectureproposecanddeveloped,is necessarandis
aviableoptionfor providing areliableroutingframenork
in adhocnetworks.
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