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Abstract

A new medium accessrotocol is proposedfor sharing a high speed
radio channelamonga number of small wir elesspadcket accesaunits
someof which may be stationary and someof which may be within
moving vehicles. Such a systemcould provide fixed point, pedes-
trian and remoteuserswith wir elessaccesdo CPU and databasere-
sourcesof an underlying ATM wir eline network, essentiallyextend-
ing the ATM bandwidth-upon-demandinterface dir ectly to the wir e-
lessunits and enabling delivery of multimedia sewvices(albeit at the
lower peakrate afforded by the radio channel). A primary goalof the
proposedmedium accesgrotocolis the pre-delivery of a signal from
each packet accessunit as neededto rapidly compute the weights
neededby a basestation’s adaptive array processoror a space-time
processorthereby protecting the packet flow in eachdir ection from
the effectsof both multipath propagation and adjacent channelin-
terferencearising in neighboring radio cells. An impairment-r obust
dir ect sequencespread spectrum-basedpolling signal is invoked to
stimulate a pilot tonefrom agivenremoteimmediately prior to packet
transfer in either dir ection,thereby permitting the basestation to de-
termine a good setof antennaelementcombining or power splitting
weightsto be usedfor that packet. Reasonableapproximations are
invoked to study the performance of the proposedprotocol, and link
utilization efficiencyand averagemessagelelayarefound. By proper
choiceof protocol parameters,a radio resouice utilization efficiency
of about 95% is readily achieved. Accuracy of the approximationsis
confirmed by extensive computer simulations.

1 Intr oduction

Frequenyg selectve fading and co-channelnterferenceare two
well known impairmentswhich distinguishcellularfrom wireline
communicationsThefirst is causedy multipathpropagatiorand
the second,causedby frequeng reuseamongthe variousradio
cells,demandsomeminimum geographicakeparatiorbetween
ary two cells sharinga commonfrequeng. The useof spatially
diverseantennarrayelementsat the basestationis awell known
stratgyy for abatingboth multipath fading and co-channeinter-
ference[1]- [4]. The adaptve arraywould help abatethe time-
varying impairmentsof the radio channelto produce,with very
high probability, the low Bit Error Rate(BER) needecby ATM.
In the remoteto basedirection,the signalsappearingat the vari-
ouselementarephaseandamplitudeweightedandsummedsuch
that someobjective functionis optimized[5]. The sameweights
may be usedin thereciprocal baseto remotedirection. Figure 1
depictsa basestationwith anarrayantenna.The arrayprocessor
computesheweightsi¥; andtunestherecever soasto abatethe
fadingandinterferenceeffectsof thechannel.
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Figurel: A basestationequippedvith anarrayantenna

In this paper we presenta wirelessmediumaccessrotocol
for enablingpaclet-baseccommunicationbetweeneachremote
terminal(or paclet accessunit) within a radio cell andthatcell’s
basestation,designedo beusedin conjunctionwith abasestation
antennaarray Time-Division Duplexing (TDD) is used,with a
singlehighspeedthannekharedy thebasestationandall remote
unitswithin a cell. Sucha schemamight be usefulfor extending
broadbandvireline servicego wirelessstationarypedestrianand
remoteusers,supportingbandwidthupon demandby meansof
ATM transpor{6].

If weimagineanorderlytime sequencef time-duplexedpack-
etsflowing betweertheremoteterminalsandthebasestation then
themediumaccesgrotocolmustsupporthebasestations ability
to determinepnapacletby pacletbasisthecorrectsetof receve
andtransmitweightingcoeficientsto beused.Sincethemultipath
andinterferenceervironmentsaretime varying,theweightingco-
efficientsfor eachpacletaccessinit mustbecontinuallyupdated.
It is to benotedthatin this paperourgoalis to provideamedium
accesscontrol protocol which allows the basestationto obtain
somekind of training sequenceor pilot tone. The training se-
guenceor pilot toneenablegheantennarrayto computea setof
weightingco-eficientsor the combinedsetof antennaveighting
coeficientsandtrans\ersalequalizercoeficientsif thebandwidth
is wide and space-timeprocessings required. The paperhow-
ever, doesnot discusswhat the training sequenceughtto be or
whathardwareprocessingapabilitiesareneeded . Thus,whether
the processingequiredis merelyspatial,or whetherjoint spatial



andtemporalprocessings required,the mediumaccessontrol
protocolenableghearrayantennao obtainthetrainingsequence
to computeits weightingco-eficientswith aslow anoverheadas
feasible.

In a previous publication[7], a modified token protocolwas
describedwhich allowed the basestation,using a known set of
weightsfor eachremote,to sequentiallyprompta responsdrom
eachremote. This responsevould take the form of eitheranin-
formationpaclet (if the remotehadqueuednformationawaiting
transmissionpr an unmodulatedpilot tone (otherwise). Either
responsellows the basestationto obsene that remotes signal
asit appearsat eachantennaelement,andto updatethe weight-
ing coeficientsaccordingly The complex conjugatecoeficients
wouldthenbeusedin thebase-to-remotdirectionandthepolling
frequeng would be sufficiently high suchthatthe basestationis
alwaysin possessionf thecorrectsetof weightsfor eachremote.
With this schemepverall channelutilization efficiency degrades
as the polling rate increasessince eachremotemust be polled
onceper polling cycle andtime spentpolling is unavailable for
delivery of userinformation. It wasshaown in [7] that, for typical
pedestrian-orienteslystemparametersa polling cycle of 50 mil-
lisecondsyieldsanoverall channeltilization efficiengy in excess
of 80%.

While a50millisecondpolling cycle maybeadequatéor pedes-
trian traffic, it is fartoolong for vehiculartraffic asthe following
exampleillustrates. Considera vehicletraveling at a velocity of
60 mph. In 50 msec,the vehiclehastraveled4.4 ft. At acarrier
frequeng of 900 MHz, thewavelengthis approximatelyl ft, and
we seethat a distancecorrespondindo 4.4 wavelengthss trav-
eled per polling cycle. Sincemultipathfadingis causedby the
destructve interferenceof mary reflectedrays,the phaseangles
associateavith eachraywill betotally randomizedvhenthebase
stationnext sendghetoken, 4.4 “wavelengths’ater, andthe cur-
rently storedsetof weightswill be woefully outdated.Neededs
amediumaccesgprotocolthatsupportanuchfasterarrayadapta-
tion.

Thehigh speedadiochannels assumedo be sharedy aplu-
rality of small remoteterminalswhich may be stationary(fixed
point services),carriedby pedestrianspr usedin moving vehi-
cles,andwhich canaccesshe CPUanddatabaseesourcesf the
wireline network. In the basicmodeof interaction,the remote
would make ashortinquiry to thebasestation.Theresponsérom
thewirelineresourcesnightincludealongdatafile, animageetc.

In themediumaccesgprotocolproposedn this paperthebase
station again periodically polls eachremote; the polling signal
usesnultipathandinterference-robstdirectsequencspreadpec-
trum modulation[8] . In responsedo a poll, the remoteeither
replieswith informationat somepre-determineduturetime (if it
hasoneor morepacletsto send)or is silent. If apacletis sent,a
preamblas includedto beusedby thebasestationfor rapidacqui-
sition of thecorrectarrayweightsfor thatpaclet. The basestation
mayalsocommand givenremoteto transmita pilot toneatsome
predetermineduturetime; in responseo this pilot, the basesta-
tion rapidly computesa setof weightsto be usedimmediatelyfor
sendingnformationto thatremote.With suchaschemethedelay
betweenacquisitionand useof the weighting coeficientsis ex-
tremelyshort. By way of example,if amessageontainssay 10
ATM cellsandthechannebatarateis 20 Mbps,thenthemessage
lengthis lessthan 250 microseconds.Within this time interval,
a vehicletraveling at 60 mph hasmoved only about0.25inches.
Thus, at a carrierfrequenyg of 900 MHz, the phasevariation of
eachmultipathray overthe durationof the messagés negligible.

1Wwe assumehatthe basestationhasprior knovledgeof the spreadspectrum
codesandcanusea matchedilter recever for capturingthe intendeduserstrans-
mission.In contrastgircuit switthedCDMA systemanight requirecodeacquisi-
tion. For adiscussioron spreadspectruntommunicationsndhow theunderlying
communicationincludingcodeacquisitionis done,onemightreferto [9].

We develop an analyticalmodel from which approximations
for the effective utilization efficiency andexpectedmessagelelay
maybefound. Resultsfor typical systemparameterindicatethat
autilization efficiency ashighas95 % maybeachieved. It is also
obseredthattheexpectednessagedelayis relativelyindependent
of thenumberof remotesn thecell.

2 The ProposedMedium AccessProtocol

Considerm microcellcontaininga singlebasestationanda plural-

ity of remotepacletaccessinits. Thecommunicatiorbetweerthe
basestationandremoteds assumedo betime-division duplexed
over a single high speedradio channel. As describedn Section
1, the basestationis equippedwith an adaptve arrayantennao

abatemultipathfadingandco-channeinterferencendsincethese
impairmentsmay rapidly change the mediumaccesgrotocolis

designedo provide the basestationwith a pilot signalsentby a
remote prior to informationtransferto or from thatremote.

A timing or framing diagramof the proposedmediumaccess
protocolappearsn Figure2. Theframeconsistof two segments:
a polling segmentanda datasegment. The polling segmentcon-
tains N polling slots, one for eachremotewithin the radio cell.
The datasggmentcontains/ > N informationtransferslotsand
is furthersubdvidedinto two subfields.Subfield1, containingvV
slots, is usedfor transferringinformationrequestfrom remote-
to-baseandmay, undercertaincircumstancedye usedto transfer
informationrepliesfrom base-to-remoteSubfield? is usedexclu-
sively for base-to-remotmformationreplies.

Thepolling segmentis usedto signalanintentto sendaninfor-
mationreques{remote-to-base&)r reply (base-to-remote Multi-
pathandinterference-robstdirectsequencspreadspectrunsig-
naling is usedduring the polling slots, unprotectedy the array
Eachpolling slot is ownedby a particularremoteandconsistsof
two parts(Figure2). In thefirst partof its polling slot, if theowner
remotehasa queuedinformationrequestto send,it sendsin its
ownspreadingsequenceavhich occupieghe entirechanneband-
width. (Note that, during the datasegment,informationis sent
at a rate which consumeghe entire spectrum;the chip rate dur-
ing the polling segmentis thereforeequalto the datarate during
thedatasegment,anda spreadingsequencef say 200-300chips
shouldbe adequatéeo distinguishthe remotessuppresshe inter-
ference andabatemultipath.Notefurtherthatwe do notconsider
the practicalissuesof synchronizinghe correlatorneededat the
basestationand eachremote,or implementatiorof the requisite
matchedilter if synchronizations to be avoided.) The basesta-
tionimmediatelyrecognizeshis polling signal,andacknavledges
receiptusingthesamespreadspectrunsignalin theseconchalf of
thatpolling slot. Correspondingo eachpolling slot, thereexistsa
dataslotin Subfieldl of the datasegment. Theacknavledgement
from the basestationnotifies the remotethat the corresponding
dataslotin Subfieldl is availablefor thatremoteto sendits infor-
mationrequest.Justprior to that particulardataslot, the remote
wouldthensendashortpilot tone(Figure2) to beusedby thebase
stationfor rapid acquisitionof the currentlycorrectsetof antenna
arraycombiningweightsto be usedfor thatremote.If theremote
doesnot have a queuednformationrequestjt doesnot sendits
spreadspectrunsequencd its polling slot, therebynotifying the
basestationthat the correspondinglataslot in Subfield1 of the
datasegmentis free andmay be usedfor transferof aninforma-
tion reply to ary remote.To do so, the base-statiotransmitsthe
spreadspectrumsequencef the chosenremote,usingthe base-
to-remoteportion of the polling slot; this notifiesthe remotethat
the correspondinglataslot in Subfieldl of the datasegmenthas
now beenallocatedto it for receving a base-to-remotenforma-
tion reply. The choserremote then,sendsa pilot tonejust prior
to thatslot, allowing the basestationto acquirethe correctsetof



antennarrayweightsto be usedfor thatinformationreply.

As describedgachslot of Subfield1 senestwo purposes.If
a slot owner, saythej th, hasa queuednformationrequestthe
j th slotin Subfieldl is usedto transferthatrequest.Otherwise,
the basestationmay usethat slot for transferringan information
reply pacletto anyparticularlychoserremote.ln Subfieldl, data
paclet transfermust be precededy a pilot tone sincethe base
stationmustacquirethe correctsetof antennaarrayweightsto be
usedfor eachpaclet. By contrastthe slotsof Subfield2 areused
exclusively for base-to-remotmformationreplies.Here,it is pos-
siblefor the basestationto schedulealong multi-slotreply to one
particularremote andit will not,thereforeneedto re-acquireghe
antennaveightsprior to eachslot. Ratherthetransferof informa-
tion cancontinuewithout pilot tonesuntil thelong messagends.
In sucha case the basestationwould asyndironouslysendpolls
to therecipientof the next long messagestimulatinga pilot tone
for re-acquisitionpurposesas needed SeeFigure 2). The base
stationwould thenrapidly acquirethe weighting coeficientsfor
its antennarrayandtransferof thelonginformationreply would
continue. Note that it is possibleto embedin eachtime slot a
signalingsegmentto be usedto indicatethe beginning, end, or
continuationof amessage.

It is to be notedthat althoughthe modelassumeghat the in-
formationrepliesarein the base-to-remotéirection, it is possi-
ble thatthe repliesmay actuallyreferto long file transfersn the
remote-to-basdirection. Theremotewould indicatethelengthof
thefile in its requestindthe basestationcanallocatetherequisite
capacityin the datasggmentfor file transfers.Thus,the medium
accesgrotocolsupportdransferof bursty datain boththe base-
to-remoteandtheremote-to-basdirections.

3 PerformanceAnalysis

In this section,we presentan analyticalmodelfor the proposed
mediumaccesgrotocolandderive closeapproximationdor the
expectedmessagealelay and channelutilization eficiency The
framesizecanbe appropriatelychosensothatthe latteris maxi-
mizedto achieve maximurrutilization efficiency We considetthe
following traffic model. Eachremote-generatehformationre-
guestmessageonsistsof a fixed numberof ATM cells andfits
exactly into onedataslot of the frame. A remotecangeneratea
new informationrequesbnly if it hasnooutstandingequestsi.e.,
it cangenerateatmost,onenew requesperframe.We definep to
be the probability that a givenremotegenerates requesipaclet
in somegivenframe,andq = 1 — p is the probability that that
givenremotedoesnot generata requespacketin thatframe.
We assumethat eachbase-to-remoténformation reply mes-
sagecontainsa geometricallydistributednumberof paclets,and
thattherepliesaresentto theremoteson afirst-come-first-sered
basis.We alsoassuméhatthereare N remoteswithin thecell and
thatthedatasegmentcontains/ > N slots(Figure?2).

3.1 Link Utilization Efficiency

The utilization efficiencyis definedasthefraction of thetime that
usefulinformationis beingtransmittedover the channel where,
by definition the usefulinformationconsistsonly of information
requestandreplies. Thus,the utilization efficiency is simply the
ratio of time consumedy dataslots carryingusefulinformation
to thetotal durationof theframe.

To calculatethe utilization efficiencgy, we first find the average
numberof asynchronouslinsertedpolling slotsandpilot tonesin
Subfield2 of thedatasegment?.

2Theseslotsareactuallyvery few in numberanddo not changethe resultsby
much.However, anapproximatesstimatas computed.

We assuméhatthe numberof pacletsin amessagés geomet-
rically distributedwith parametep, i.e.,

P(Messagéasu paclets = (1 — 3)8*™';  u> 1. (€h)
Let M (z) betheprobabilitygeneratingunctionfor thenumber
of pacletsin amessageThen,

o0

M(z) =Y p*"(1-B)2" )

u=1

We notethatsincethe numberof pacletsin areply messagés
geometricallydistributed,the distribution of the numberof pack-
etsremainingto betransmittechfterapoll is the sameastheover-
all distribution of the numberof pacletsin themessage.

DifferentiatingEquation(2) andsettingz = 1 yields M. The
averagenumberof pollsin Subfield2 is thereforegivenby:

J—N
0= ’77-‘ (3)

where[z] denotegheclosesintegergreateithanor equalto z. It
is to benotedthatthesizeof eachpolling intenal in Subfield2 of
the datasegmentis equalto half the sizeof a polling slot sincea
polling signalis needednly in thebase-to-remotdirection.

Further if we choosea slot at random,the probability that
it would not containa remote-to-baseequestis givenby v =
I=N 4 Ng. Thusif P, is the probability that the basestation
gueues empty theutilization efficiency is givenby,

__ Iml1 =) +~(1 - R)]
Jni + (N + $)na + (N + 6)ns

(4)

wheren, nos, and ng thenumberof ATM cellsin a dataslot, the
numberof ATM cellsin a polling slot andthe numberof ATM
cellsin a pilot tonerespecitiely.

For a given framelength J, the fraction of informationbear
ing slotswill be maximizedwhen P, is atits minimum. Conse-
qguently for agivenframelength,the highestutilization efficiency
is achivedwhen Py is minimized. Then,by optimizingwith re-
spectto .7, the minimumvalueof Py canbe madezero?®, thereby
yielding the maximunutilization efficiency whichis givenby :

_ Jm
= T+ (N + Ona + (N + 0)na

(®)

3.2 Mean Delay Analysis

In this subsectionwe computean analytical expressionfor the
meandelaywhich refersto theaveragetime betweerthe moment
that a remotes information requestreacheghe basestationand
themomentwhenit completeshereceptionof thecorresponding
informationreply from the basestation.

Let us consideran arbitraryframe, saythe “v” th frame,and
let us further considerthe instantwhenthe n th slot of its data
segmentends.If thatslotis in Subfield2 of the datasegment,the
numberof pacletsin the basestations queueis decrementethy
one. On the otherhand,if thatslotis in Subfield1 of the data

3To bediscussedh Sectiord.



segment,the numberof pacletsin the queuewill bedecremented
by oneif the particularremote(saythe ith) owningthatslot does
not sendan informationrequestin that frame. If the slot owner
sendsan informationrequestthenthe numberof pacletsin the
basestations queuewill be incrementeddy m;, wherem; is a
randomvariablerepresentinghe numberof pacletsin a message
requestedby thei th remote.For simplicity, we assumehatall in-
formationreply messagesontainanidentically distributednum-
berof paclets,i.e.,m; hasa probabilitygeneratindgunction (pgf)
whichis denotedby M (z), whichis the samefor all remotes.

For the mediumaccessprotocol describedin Section2, the
numberof slotsin Subfieldsl and2 arepermanentlyfixedat N
andJ — N, respectrely. We considerananalyticallysimplerap-
proximation,wherebythe numberof slotsin eachsubfieldis a
randomvariable, with the expectedvaluesof eachequalto the
actualfixed numberof slots, N andJ — N, respectrely. Then,
we modelthe two subfieldsasthe stateof analternatingenaval
procesg11]. Subfieldl of thedatasegmentis thefirst stateof the
alternatingrenaval processandthe Subfield2 is the secondstate.
The probability thatthe next slot belongsto Subfieldl is % (the
averagefraction of the time spentin statel), andthe probability
thatit belongsto Subfield2 is 5~ (the averagefraction of the
time spentin state?). Theseapproximationgrevery goodfor es-
timatingfirst orderdelaystatisticssincethefirst orderexpectation
valuesapproachhe constanfixedvaluesin the steadystate.The
accurag of the approximationss furthervalidatedby simulation
studiesof the actualprotocol.

Let usconsiderthe boundanpbetweerthe nth andthe (n + 1)
stslots.LetY,, representhenumberof pacletsin thebasestation
gueueatthebeginningof then th slot. We define:

0 ifY,=0

U(Yn)z{ 1 ifY, >o0. (6)

Then,if the currentslot correspond$o statel andif therewas
no requesfrom the correspondingemote,

Yor1. = (Yo —U(Y%))- (7)
Also, if therewasarequesfrom the correspondingemote then

wherem is the numberof pacletsin the messageequestedy

thatremote.

If thecurrentslot correspondso state2 :

(Yn - U(Yn)) (9)
Applying the methodologyusedin chapter4 of [12], the gen-

eratingfunctionof therandomvariableY,,, 1 canbeexpresseds

Yn+ 1 =

Yn—‘,—l(z) = E(ZY"+1) — E(zYn—U(Yn))_7

+ BE(z7T).(1-9), (10)
wherey = 25N 4+ g, Thisfollowsdirectlyfrom finding E(2¥»+)
conditionedon eachof the casegepresentetly Equationg7), (8)
and(9), andaveragingover the probabilitiesof thesecasesEqua-
tion (10) canthenbereducedo

Yor1(z) = [Po+2""(Ya(2) — Po)ly

b V(M) - ). (11)

whereP, is thesteadystateprobabilitythatthebasestationqueue
is empty In the steadystate,asn — oo, Y11(2) = Y, (2) =
Y (z), andhence Equation(11) canbethusexpresseds

_ Py(1—27")y
1—M(2)(1—v) —271y

Y(2) 12)

SinceY (z) is ageneratindunction,Y (1) = 1, andusingthis
it canbe easilyshown that

M(1-7)
—

FromY (z) we canalsofind Y which yields the averagenumber
of pacletsin thequeue.

We shallnow find an approximatesxpressiorfor the expected
messagelelay

To find this, we first have to find the distribution of the time
takento transmita messagepnceit getsto the headof the base
stations queue. If [ is a randomvariabledenotingthe total time
takento transmitaninformationreply messagegnceit getsto the
headof the basestationqueuethen,

Po=1- (13)

E(Z' /messag®asu paclety = E(hthet-Fhay - (14)
whereh; is the time (in numberof slots) betweenthe transmis-
sionof the (i — 1) th andtheith paclet of the informationreply
messageWe shallcall thistime the holdingtimefor pacleti.

Theholdingtimeis thetimefor whichapaclet,onreachinghe
headof thebasestationsqueueremaindgn thequeuebeforetrans-
mission.Usingthe alternatingrenaval processmodel,we find an
approximatexpressiorfor the probabilitygeneratingunction of
h;. With this model,all pacletshave independenandidentically
distributedholdingtimes. We denotethe pgf of this holdingtime
distribution by H(z), whichis givenby:

H(z) = =z

+ N1 - (15)

The first term accountsfor the holding time a paclet experi-
enceswvhenit is in thefirst stateof thealternatingrenaval process
andthe secondterm for the holding time it experiencesvhenit
is in the secondstate. Sincethe holdingtimesfor the pacletsare
independenti-quation(14) canbewrittenas

E(Z' /messagéasu pacletsy = [H(z)], (16)
ThususingEquationg1) and(16),
E(Z) = Y (H()''(1-5)
u=1
_ HQR)(A-8) _
= T-pHG) - L(z). a7



The messagalelay containstwo componentsj.e., the mes-
sagetransmissiordelay andthe queuingdelay*. Upon arrival,
let themessagéind k pacletsin thequeug(includingthe onebe-
ing sened). Then,the time for the messagé¢o reachthe headof
the queueis equalto the transmissiortime of the k paclets,and
thecharacteristiéunctionof thequeuingdelayis givenby

oo

Q(z) = Z(H(z))iP(z' pacletsin thequeug
=0

= Y(H(2)). (18)
Also, sincethe queuingdelayis independenbf the message

transmissiordelay the probability generatingunction or the pgf

of themessagéelay D(z), is givenby thefollowing expression:

D(z) = Q(z)L(z) = Y (H(2))L(2). (19)
Differentiatingthe above expressionandsettingz = 1 yields
theaveragemessageéelay givenby:

D=L+YH. (20)

In the above analysisi,it is assumedhat the probability thata
particularremotedoesnot generaterequesin a particularframe
is someconstanty. Althoughthe numberof dataslotsin a given
frameis fixed, the amountof overheaddueto polling and pilot
tonesmay vary from frameto frame sincethe basestationmay
asynchronouslynsertpolls in Subfield2 of the datasegment,if
necessatyas explainedin Section2. However, the numberof
theseasynchronouslynsertedpolls is negligible sincethey are
insertedonly if the basestationmustinitiate transmissiorof a
new messageandwe assumehatinformationreply messagesn
average containa large numberof datapaclets. Hence,we may
considerg to bea constanevery frame.

4 Resultsand Discussion

For illustrative purposeswe assumehata dataslotis of duration
equalto 3 ATM cells,apolling slotis of durationl ATM cell (that
is, the spreadingsequenceisedin the remote-to-basandbase-
to-remotedirection eachcontain212 chips), and a pilot toneis
of duration1/2 ATM cell. (Note thatdelayresultswill be given
in termsof transmissiortime for one ATM cell andresultsare,
thereforejndependentf theactualdatarateontheradiochannel).
Referringto Equation(13), since Py mustbe non-neative,

> M or
Tz 1+M
M J-N_J
> S A Pl 21
q > (1+M 7 )N (21)

In Expression(21), ¢ representshe probabilitythata givenre-
mote doesnot generatean informationrequestn a given frame.
(Notethatthis is consistentvith the earlierdefinitionof ¢.) This
probabilityis furtherassumedo be the samefor all the remotes.
The minimumvalue of Py, (the probability that the basestation
gueues emptyatary giventime) in the steadystate,is governed

41n additionaninformationrequesexperiencesnaveragedelayof halfaframe
to reachthe basestation,afterit is generatedy a remote. This delayis ignored
here.

by the value of ¢ (Equations(21) and (13)). For a fixed frame
length.J, the valueof P, shouldbe aslow aspossibleto achiese
thehighestutilizationefficiency. Thisin turnimpliesthatthevalue
of ¢ shouldbe aslow aspossible,.e., we wish to generatenfor-
mationrequestsat a rate sufficiently large so asto keepthe data
slotsfilled. However, Expression21) indicatesthat somemini-
mumvalueof ¢ is neededo maintainstability. If equalityholds
in Expression21), then P, = 0, and,giventhe systemparame-
tersJ, N, and M, the highestutilization efficiency is achieved.
However, the right hand side of Expression(21) is negative if
J/N > (14 M). In thiscasegqualitycannothold (sinceg, being
aprobability cannotbenegative); Py cannotbezero,andthemin-
imumvalueof Py occurswheng is equalto zero. Thismeanghat,
on average someportionof the datasegmentis alwaysunused.

On the otherhand,if J/N < (1 + M), thenright handside
of Expression(21) is positve. Py = 0 is achiezedwhenequal-
ity holdsin Expressior(21). However, this refersto a casewhen
the polling cycles occurmore frequentlythanneedbe, resulting
in excessve overheadandthereforethe maximumutilization ef-
ficiency (which may be achiered by properly choosingthe con-
trollable systemparametersis still not achieved. Sinceg > 0 in
thiscasepnaveragetherearealwayswastedolling slotsin each
polling segment.

Whenparametersrechoserto satisfyg = 0 and P, = 0, op-
timal utility of boththethe dataslotsandpolling slotsis ensured,
andthe maximumutilization efficiengy ® is achiered. For these
conditionsto be satisfiedthefollowing equationshouldhold,

J=N(1+M). (22)
In this case,eachremotegenerate®ne requestper frame, thus
ensuringmaximumutility of polling slots. The numberof infor-
mationrequestper framein this casewould be N. In response

to theseN requeststherewould be on averageN M information
reply paclketsaddedo the basestationqueue.Thus,to maximize
utilizationefficiency, thelengthof thedatasegmentshouldbecho-

sento be N + N M sothat,on averagea polling sggmentoccurs
just whenthe basestationqueuehasno more pendingrequests
(SeeEquation(22)).

In practice pptimalitywouldbemaintainedy varyingthenum-
berof dataslotsfrom frameto frame,dependingiponthenumber
of remotesn the cell anda statisticalestimateof the averagein-
formationreply messagédength. It would, in fact, be necessary
to include a signalingsectionin the frame [10] so thatthe base
stationcouldre-assigrpolling slotsasremotesenterandexit the
cell.

In Figure3, we plotthe highestachievableutilization efficiency
(for variousreply messagdengths)as the datasegmentsize J

varies. If J/N < (1 + M), it is seenthat, for a given average

messagéength A/ anda givennumberof remotesN, the highest
utilization efficiengy, correspondingo minimum P, monotoni-
cally increasesvith framelength.J andits maximumoccurswhen

Py, = 0. ButwhenJ/N > (1 + M), the highestutilization effi-
cieng increasesisJ decreasesndis maximizedwheng = 0, as
explainedin the earlierparagraphsin both casesthe maximum
utilization efficiengy is seento be achiezedwhenEquation(22) is
satisfied.

Thus,we canseethat by appropriatelychoosingthe datasey-
mentsize, maximumutilization efficiency closeto 95 % canbe
achieved.

In Figure 4, we plot the expectedmessagelelay versusuti-
lization efficiengy for variousvaluesof J, while keepingthe N

and M fixed. This figure also shaws the resultsof simulation

5For ary otherchoiceof parametersa betterutilization efficienay cannotbe
achieved.



studieswhich are seento matchvery well with the analyticalap-

proximations. It is interestingto notethatin the regime of low

utilization efficiency, the expectedmessagelelayis almostinde-
pendenbf theframesize. This maybe attributedto the factthat,

in this regime, an arriving informationrequestwould, with very

high probability, get an informationreply from the basestation
within the sameframeandwould not experiencedelaydueto in-

termediatepolling cyclesor wasteddataslots. It shouldbe noted
thattheexpectednessageéelayrefersto thetimeinterval between
themomentthata givenremotes informationrequesteacheshe
basestationand the momentthat this remotereceves an infor-

mationreply messagdrom the basestation. On average,an ad-

ditional delayof J/2 slotswill be encounteredrepresentinghe
time taken for an information requestto reachthe basestation,
onceit is generatedy aremote;this additionaldelaywasignored
in theabove.

4.1 AdmissionControl

Equation(21) canberewritten asthefollowing

< #_ (23)

p(1+ M)

This provides an admissioncontrol policy so asto maintain
systemstability. Let A = p/T, whereT is thetotal durationof the
framein seconds.Then, A would representhe maximumrateat
whichremotesangenerateequestsgiventheconstrainthatthey
canrequesbnly onceperframe.By appropriatanormalization A
canberepresentedsa scaledversionof Ao = p/J. Thus,for a
givenarrival rate,onecanadministeran admissiorcontrol policy
so asto ensurethat QoS guarantee®f meandelay boundsare
maintained.

For agivenvalueof A, thevaluesof p andT affectthe bursti-
nessof the traffic arriving at the basestationqueue. Hence,the
meandelay could be differentfor differentp and7T. We admin-
ister an admissioncontrol policy basedon the assumptiorthatp
andT arechosensothatthe bestdelayperformances achieved
for a particularA. In Figure5, the numberof usersper cell who
canbe admittedto a cell, for a givenarrival rate J, is plottedfor
variousdelayconstraintsBasedon the desiredQoSguarante@n
delay this graphtells us the maximumnumberof usersthat can
beadmittedto thecell.

5 Modifying the protocolto accommodate
real-time traffic

In the previous discussionsve assumedhe presencef variable
bit ratenon-realtime traffic applicationawvhichincludetelnetses-
sions,web browsing sessionstc. This protocol may be modi-
fiedto includebothrealtime constanbit rate(CBR) andvariable
bit rate (VBR) traffic. The CBR traffic would consistof periodic
burstsof dataof constansize. Thereal-timeVBR sessiorwould
produceperiodicburstsof databut the size of eachburstwould
bedifferentandthe burstsizewould dependuponthetraffic shap-
ing imposedat the sourceremote.The dataseggmentof the frame
may then be partitionedinto two portions, a portion dedicated
for bursty non real-timetraffic andthe secondportion in which
the real-timetraffic haspriority. This is akin to the hybrid cir-
cuit/paclet switchedmultiple accesschemegproposedn mary
paperdor differentmultiple accessietworks[13]. Theboundary
betweerthereal-timeandnon-reatime sectionss movablein the
sensdhatif therearea smallnumberof real-timeconnectionsn
progressthe unusedcapacityof thereal-timeportionof theframe

maybetemporarilybeusedby nonreal-timetraffic. Thismovable
boundryconcepis depictedn Figure6.

Whena real-timeCBR connectionis established, a constant
numberof requisitetime slotsare dedicatedor that connection.
In eachframe, the applicationwould include a field to indicate
whetherthe call is continuingto the next frameor whetherit ter-
minatesn thecurrentframe. Thisis depictedn Figure?.

If the connectionis a real-time VBR connection,eachVBR
connections allocatecadeterministimumberof slots,asrequested
by theconnectioratthesetup phase Thisnumbemightbeequal
to theaverageburstsizeor might be largerthanthe averageburst
size(This is determinedby the policy andcost.). It is expected
that the real-timeVBR traffic is shapedby using eithera leaky
bucket or a token bucket schemeg14] to constrainthe burstiness
to within certainlimits 7. In eachburst,afield is includedto indi-
catethe numberof slotsrequiredfor the next burst (Figure7). If
theaggreyatenumberof slotsrequestedby all theburstingconnec-
tions,in a particularframe,is lessthanor equalto the numberof
slotsin thereal-timeportionof the datasegment,eachconnection
is allocatedthe numberof slotsit requestedn the immediately
following frame. If the aggregatenumberof requestedslots of
all burstingconnectionss greaterthanthe numberof slotsin the
real-timeportion of the datasegment,thenthe schedulemvould
usea weightedfair allocationpolicy for allocationof slotsin the
next frame. It wouldfirstidentify thoseconnectionsvhosecurrent
burstsizeis lessthanor equalto their averageburstsizeandallo-
cateto theseconnectionsthe numberof slotseachof thesecon-
nectionsrequested.For the remainingconnectionsvhoseburst
sizesarelargerthantheir averageburstsize,the schedulemwould
first allocateto eachconnectiona capacityequalto the average
burst size of that connection. The remainingcapacity (if ary)
in the real-timeportion of the frameis thensharedamongthese
connectionsvith excessivéurst sizeshy usinga weightedfair al-
locationmethodologyby which eachof the connectionseceves
a shareproportionateto its currentburst size. Excessie pack-
ets might be droppedor an attemptmay be madeto reschedule
themin a subssequerftame. It is to be notedthat the basesta-
tion might usea dedicatedspreadspectrunslot in orderto indi-
cateto eachreal-timeconnection the slotsallocatedto it. This
would be a broadcastransmissiorestinedor all remoteswithin
thecell. Furthermoreanadmissiorcontrollerwhich would reject
new real-timeconnectionsf enoughcapacityis not available,is
needed.

It isimportantto notethatregardles®f whethertheconnection
is areal-timeCBR or areal-timeVBR connectionthe communi-
catingremotemustsenda pilot toneto the basestationprior to
every burstto enablethe basestationto computethe appropriate
setof weightingco-eficients. Thebasestationwill thereforehave
to indicateto eachcommunicatingemote,the time at which the
remotehasto sendthepilot tone.As mentionececarlier a seperate
broadcaspaclet might be transmittedby the basestation (with
robustspreadspectruncoding)to relaythis informationto every
remote.

6 Conclusions

In this paperwe proposed polling-basednediumaccesgproto-
col usefulfor fixed point, pedestrianandvehicularcellular ATM
networks. Its primary virtue is its compatibility with the use of
a smartarray antennaas neededo abatemultipathand adjacent
cell interferencelt wasshavn thatby appropriatelychoosingthe

8Notethatthis connectiormight beinitiatedin eitherthe baseto remoteor the
remoteto basedirection.

7If no constraintsareimposedon the burstinessf the incomingconnections,
alot of pacletsmaybedroppeddueto periodsof congestiordueto simultaneous
large burstsof connections.



datasggmentlength,a utilization efficiency of closeto 95 % may
be obtained.Theoptimallengthof the dataseggmentof theframe,
giventhe numberof remotesin the clusterandthe averagemes-
sagdength,canbedeterminedy thebasestationwhichcanadapt
itself to varyingtraffic statisticso achieve this high utilization ef-

ficieng. Although we considerecnly a request/responddnd

of systemwhereinusersretrieve large files from databasem the

wireline network, it could be modifiedto enablearbitrarytraffic

modelsjncludingconstanaindvariablebit ratetraffic classesFor

constantit ratetraffic, dataslotsmay be resered appropriately
at periodicintervals. For variablelength remotemessagesthe

currentburstcouldinform the basestationof the numberof slots
neededor thenext burst,andthe basestationcouldappropriately
allocateslotsat theappropriatdime.

As mentionedabove, a signalingfield would, in general,be
neededto admit usersto a cell and to accommodatéand-of.
During this signalingperiod, ary remotewhich wishesto hand-
off to the basestationwould putin its request.Dependingon the
frequeng of hand-ofs, the sizeof the signalingfield couldbeap-
propriatelychosen. The effect of including sucha field on the
performancef the proposedschemds a topic in needof further
attention.
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