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ABSTRACT

To handle increased capacity demands, sophisticated MIMO-based
transmission strategies, based on transmitter cooperation, have em-
erged. However, different types of users’ channels (e.g., static vs
mobile, stable vs dynamic channels) that make up today’s enter-
prises, require different MIMO transmission strategies. With the
wrong strategy, a user could even see a degradation in performance.
Our overarching goal is to design and implement a framework,
TRINITY, that can simultaneously cater to a heterogeneous mix of
users, by intelligently combining a plurality of MIMO transmission
strategies wherein the transmitters at different nodes can cooper-
ate to deliver significant performance gains. Three key challenges
that we address in building TRINITY are: (i) how to categorize
users into channel profiles such that a single transmission strategy
caters to the users of a profile, (ii) how to combine strategies to
communicate with users of different profiles simultaneously, and
(iii) what is the granularity of transmitter cooperation needed to
balance efficiency with complexity. We implement and evaluate
TRINITY on our WARP radio testbed. Our extensive experiments
show that TRINITY’s intelligent combining of transmission strate-
gies improves the total network rate by 50%-150%, satisfies the
QoS requirements of thrice as many users, and improves PSNR for
video traffic by 10 dB compared to individual transmission strate-
gies.

Categories and Subject Descriptors

C.2.1 [Network Architecture and Design]: Wireless communica-
tion

General Terms
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1. INTRODUCTION
Enterprises previously dominated by wireless static users with

devices like laptops are increasingly seeing mobile users, thanks
to smartphones and Bring-Your-Own-Device (BYOD) initiatives.
At the same time, wireless transmission strategies have evolved
to cope with increased capacity demands. Specifically, the past
decade has seen the emergence of sophisticated MIMO-based strate-
gies.

While standards have emerged for both single user (802.11n) and
multi-user (802.11ac) MIMO, they still only dictate transmissions
within a cell. Recent research has led to networked MIMO sys-
tems, wherein the APs of different cells can cooperate and transmit
simultaneously. With network multiplexing, such cooperation can
control interference to deliver a scalable, network-wide multiplex-
ing gain (scales with the number of transmitters [16]). With net-

work diversity, the cooperation could lead to higher robustness to
fading and mobility due to a diversity gain. Transmission cooper-
ation could lead to significant throughput gains over conventional
systems that simply reuse the spectrum (e.g., using CSMA).

Different types of users need different strategies: However,
harnessing the potential gains from transmission cooperation in
a heterogeneous setting is not easy. While network multiplexing
(e.g., using netMIMO [16]; Fig. 1c) supports concurrent data flows
from transmitters in close proximity (e.g., APs of neighboring cells)
and could thus, maximize throughput, it can only apply to static
users. This is because, such multiplexing can only be realized if
the entire process (eg. for netMIMO) of estimating channel state
information (CSI) at a receiver, feeding back the CSI to the trans-
mitter and subsequently, transmitting the data are completed within
the coherence time (the time after which the CSI can be expected to
change) of a channel. Applying netMIMO for mobile users or for
users with short coherence times, can even hurt performance by as
much as 70% for a 3-user network as shown later. For mobile users,
one can conceivably apply network diversity, where there is no need
for CSI feedback; here, multiple versions of the same data stream
are sent from the different transmitters (e.g., distributed antenna
system or DAS technology or space-time codes; Fig. 1b). The di-
versity gain increases the reliability of the transmission as the chan-
nel state changes rapidly. It also provides a much larger transmis-
sion footprint (at the expense of spatial reuse) that allows mobile
users to receive data reliably as they move around without handoffs.



Note here that static clients would obtain much lower throughputs
with network diversity, than that with netMIMO.

With both network multiplexing and network diversity we veer
from traditional WiFi access (e.g., CSMA) by having the base sta-
tions (each possibly with multiple antennas) in close proximity co-
ordinate their transmissions. However, there could be static clients
that experience low coherence times due to the dynamics of the
environment they are in (e.g., human motion, closing/opening of
doors). For such clients, using network diversity that limits spa-
tial reuse is an overkill since they do not move from the footprint
of one transmitter to that of another. On the other hand, one can-
not apply network multiplexing since the CSI changes rapidly. For
such clients, the use of traditional CSMA type spectrum reuse poli-
cies seems to be the best way to go as shown via experiments in
Section 2.2.

Classification of users and strategies: To cater to a mix of users
with diverse channel and mobility characteristics (referred to as
user/channel profiles), our thesis is that one must tailor transmission
strategies to user profiles towards maximizing performance and im-
proving user quality of experience. The users in an enterprise net-
work can be categorized as follows based on the above discussion.
First, they can be categorized into those with large and small chan-
nel coherence times. Further, among those with small coherence
times, they can be classified based on the contributing factor - user
mobility or environment dynamics. Similarly, the gamut of wire-
less transmission strategies can be grouped into three distinct cat-
egories based on transmitter cooperation and CSI availability. At
the top level, we have those that allow transmitter cooperation and
those that do not. We refer to the latter as simply Reuse strate-
gies (eg. CSMA). Schemes that enable transmitter cooperation can
be further classified into (a) network multiplexing requiring CSI
feedback (e.g., netMIMO, MU-MIMO), and (b) network diversity

without requiring CSI feedback (e.g., space-time block codes, DAS
etc.). Note that this classification subsumes conventional diversity-
multiplexing strategies (e.g., 802.11n) in single transmitter settings
(the multiple antennas are treated as separate transmitters). With
real-world experiments, we show that applying the right strategy
for each user profile is important not just for improving perfor-
mance but more importantly to prevent any performance degrada-
tion (from applying the wrong strategy).

Challenges: Many challenges arise in ensuring that the right
strategy is applied to each user profile in practice: (i) What is the
overhead in obtaining timely CSI ? (ii) Can CSI by itself suffice in
categorizing users into the different profiles or are other forms of
feedback needed ? (iii) Given the high CSI overhead of netMIMO,
how can one scale transmission cooperation to a large network ?
(iv) How can a transmitter simultaneously apply the different trans-
mission strategies in the presence of a heterogeneous mix of users
?

Contributions: In this paper, we design and implement a prac-
tical framework, TRINITY, that can (i) accurately categorize users
into the various profiles, (ii) combine multiple strategies at trans-
mitters to effectively cater to users of various profiles simultane-
ously, and (iii) determine the appropriate granularity of transmitter
cooperation to balance performance against overhead and complex-
ity. Briefly, TRINITY is deployed at a central controller (managing
enterprise networks) and incorporates three key design elements.

1 . It enables simultaneous operation of all strategies by intelli-
gently combining them in either frequency or time. We focus on
the frequency domain since it allows for power pooling [9] bene-
fits not available with time domain operations. Moreover, most of
today’s networks (802.11n, WiMAX, LTE) are based on OFDM;
the available OFDM spectrum units (called sub-carriers) are split
between different strategies. However, note that the design can be
trivially modified to combine the strategies in the time domain.

2 . The resources (e.g., # sub-carriers) allocated to a strategy de-
pends on the traffic load of the corresponding user profile and is
integrated with a user categorization process. A measurement (CSI
and SNR) driven approach coupled with sensor hints (e.g., accelerom-
eter [17]), is used to accurately categorize users into profiles.

3 . To optimize network performance, we propose a novel scheme
for clustering transmitters that addresses the performance-complexity
trade off with network multiplexing and the coverage-capacity trade
off with network diversity, in large networks.

We implement and evaluate TRINITY via extensive experiments
on our 13 node WARP [4] testbed and with large-scale simulations.
We see that TRINITY categorizes users with 90-95% accuracy.
Tailoring transmission strategies to heterogeneous user profiles at
finer time-scales compared to application layer dynamics, TRIN-
ITY can benefit both throughput and delay sensitive applications.
It improves network rate by 50%-150%, satisfies QoS requirements
for thrice as many users, and improves PSNR for video traffic by
10 dB, compared to individual transmission strategies.

2. APPLYING THE RIGHT STRATEGY
We first provide a primer on transmission cooperation strategies.

Later, we determine what strategy to use for each user profile.

2.1 Classification of Strategies
Network Multiplexing: With network multiplexing, multiple

independent data streams are transmitted concurrently from mul-
tiple cooperating APs to different users by converting interference
into a multiplexing gain; an example of this is network (distributed)
MIMO [16]. The data streams for different users are shared at all
APs, which are tightly synchronized (at the carrier signal level).
From the PHY layer perspective, this can be realized using a data
encoding (called precoding) scheme called zero-forcing beamform-
ing (ZFBF) [23]; this applies a precoding matrix (computed from
inverse of the channel matrix between APs and the clients) to send
a linear combination of the data streams through each AP, such that
unwanted streams (interference) cancel out at each client, leaving
only the desired stream. A simple scenario is shown in Fig. 1c. Net-
work MIMO (netMIMO) allows the capacity to scale linearly with
the number of cooperating APs. However, this comes at the cost
of tight phase synchronization across APs and overhead caused by
clients’ channel state information (CSI) feedback to the APs. We
refer to variants of closed-loop (requiring CSI) precoding schemes
(e.g., netMIMO, adaptive beamforming, MU-MIMO) both across
and within APs collectively, as network multiplexing schemes.

Network Diversity: These schemes send multiple, coherent ver-
sions of a data stream via multiple transmitters to provide transmit
diversity. An example is the use of distributed Alamouti space-time
(ST) codes [23]; when APs 1 and 2 employ the 2×1 Alamouti code
to jointly transmit to client 1, the resulting diversity gain scales the
SNR at the client by the factor |h11|

2 + |h21|
2, where hij is the

complex channel gain between AP i and user j. A simpler form
of transmit diversity is to transmit the same data (symbols) from
multiple transmitters as shown in Fig. 1b, wherein client 1 receives
a combination of the streams transmitted from all APs over a com-
posite channel h̃ = h11+h21+h31+h41. The power pooled from
the multiple transmitters contributes to a combining (SNR) gain on
average. This form of network diversity is similar in principle to
broadcast and is referred to as a distributed antenna system (DAS).
Unlike ST diversity, DAS does not require a receiver to estimate

the state with respect to the individual channels from the different
transmitters (no associated pilot overhead). This has made it highly
popular for deployments in both WiFi and cellular frameworks [1].

These schemes not only improve coverage and robustness - fac-
tors critical for handling mobility, but also provide a diversity (SNR)
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Figure 1 (a) Reuse: Two slot schedule: AP1, AP3 active simultaneously in slot 1, AP2 in slot 2. (b) DAS: 3 slot schedule - 3 APs sending same data to one
client in each slot. (c) netMIMO: 3 APs sending 3 data streams to 3 clients in each slot.

gain that translates to a logarithmic increase in capacity. Further,
they do not need timely CSI feedback (from the clients to the APs).
We refer to such schemes broadly as network diversity schemes.

Spectrum reuse: In addition to network multiplexing and diver-
sity, it is also important to consider non-cooperating transmitters.
This includes conventional time-divisioned access (e.g., CSMA)
wherein, APs defer transmissions in the presence of interference
(a busy channel) while spatial reuse is automatically leveraged oth-
erwise. In the example in Fig. 1a , APs 1 and 3 can transmit in
tandem on the same channel, while AP 2 time shares the medium
with 1 and 3. Such schemes (e.g., distributed CSMA or centralized
scheduling [19]) will collectively be referred to as Reuse schemes.

2.2 Guidelines for Strategy Selection
Users in enterprise networks can be categorized into one of the

following three categories based on their mobility and channel co-
herence characteristics: (i) Mobile users with Short Coherence Times

(Mobile): Coherence time (Tc) varies based on the speed of a client
which can range from walking speeds of 3-4 Kmph (Tc = 10 ms)
to vehicular speeds of 75 Kmph1 (Tc = 1.1 ms). (ii) Static Users

with Short Coherence Time (Short-Tc): Static users can also expe-
rience short Tc (10-20 ms or less) due to dynamic settings where
objects or other users move. (iii) Static Users with Long Coherence

Time (Static): Clients in static settings in the absence of mobility,
experience a more stable channel (longer Tc, 100 ms or more).

Experimental Study Next, we perform experiments to deter-
mine the appropriate transmission strategy for each user category;
our studies here form the basis for TRINITY’s design. We will use
CSMA (a Reuse strategy), DAS and netMIMO as the representa-
tive transmission strategies. Our experimental set-up (more details
in Section 5) shown in Figures 1a, 1b and 1c is deployed in an in-
door lab with three transmitters and three clients using a WARP
testbed. For all mobile experiments, we placed the WARP radios
on a cart and moved it on the same path at the same walking speed.
Aggregate network rate (throughput normalized to unit bandwidth,
bits/s/Hz) is used as the metric and depends on both client SNR re-
ceived as well as the schedules indicated in Figs. 1a, 1b and 1c. The
reported results are averaged over multiple runs.

Static Clients: From Fig. 2a, we see that when all the clients are

static, netMIMO is the most appropriate strategy, outperforming
Reuse and DAS by up to 69.8%. It achieves high network rate
by multiplexing three data streams to three clients at the same time.
Since the channel coherence time in our static environment is large,
all clients can decode their data with high reliability. Further, since

the benefit of spatial reuse (absent in DAS) outweighs the diversity

gain in static environments, Reuse performs better than DAS.
Mobile Clients: However, as we vary the number of mobile

clients in the network, the performance of both netMIMO and Reuse
start to degrade; the degradation for netMIMO is especially severe.
On the other hand, owing to coverage and combining gain in SNR

from three transmitters without reliance on any CSI, DAS is unaf-

fected by client mobility. Thus, DAS outperforms netMIMO and
Reuse by up to 96.7% depending on the number of mobile clients.

1Vehicular speeds are considered as our schemes are also applica-
ble to outdoor small cell (eg. LTE) mobile networks.

To better understand the behavior of these transmission schemes,
we also recorded the received SNR of the symbols from each trans-
mitter. Fig. 2b shows the average SNR of the mobile clients under
Reuse, DAS and netMIMO over multiple runs. For DAS and net-
MIMO, we only report the SNR values of a single client; other
clients also exhibit a similar trend. In the Reuse scheme, client-
1(C1) is associated with AP-1, client-2(C2) with AP-2, client-3(C3)
with AP-3. During experiments, client-1 is moved from left to right
while client-3 is moved from right to left. Client-2 is moved in both
directions. It can be inferred from Fig. 2b that each client in Reuse,
experiences a high SNR only when they are near their respective
APs. In DAS, a mobile client experiences a high SNR throughout
the experiment due to the coverage and the signal combining effect
from the three transmitters, with about 5-6 dB of SNR gain over the
highest SNR possible with Reuse (with ideal handoffs).

Why not Reuse or netMIMO for Mobile Clients? In addition to

link degradation, mobility also impacts the benefits of spatial reuse

in Reuse. Even for centralized schemes [19] to leverage reuse,
interference conflicts have to be determined (from transmitters to
various clients) to establish appropriate reuse schedules - a process
that is executed only once every several packets to reduce over-
head/complexity. In the presence of client mobility, tracking inter-
ference conflicts of mobile clients accurately is not practical; this
in turn affects the Reuse performance with respect to such clients.

In netMIMO, the SNR drops if the client becomes mobile. We
see in Fig. 2c that unlike for a static client, there is a large variation
in channel phase (20◦-40◦) and magnitude (1-2 dB) for a walking
client even with a CSI feedback rate of once every 10 ms. Since
precoding depends on CSI to remove interference between concur-
rent streams, stale CSI from such variations from mobility has a

bigger impact on netMIMO performance. Further, if there are N
clients/AP, M APs and S sub-carriers in a OFDM transmission, to
apply netMIMO, one needs to measure channel qualities from each
of the M APs (sequentially, M transmissions) to all the M · N
clients on all the S sub-carriers (S · M ·N channels). This has to
be then fed back from each of the clients (M ·N transmissions) to
construct the channel matrix required by the precoding algorithm.
Further, a few measurements per client are typically needed for sta-
ble channel estimates. Thus, it is hard to accomplish this entire
process within the channel coherence times of even walking clients.

The expanded coverage along with combining gain in SNR, with-
out reliance on any CSI, makes DAS the strategy that is least im-
pacted by (and thus, best suited for dealing with) client mobility.

Short-Tc Clients: A static client can also experience fluctuating
channel conditions due to environment dynamics etc. This can re-
sult in small channel coherence times (≈ 10 ms) even if the client
is static as seen in Fig. 2c, where a static client is in a busy in-
door cafe. Fig. 2d shows the aggregate network rate achieved
by each scheme with an increasing number of such static clients.
With phase variations as high as 20◦, even with a CSI feedback pe-
riod of 10 ms, netMIMO is highly susceptible to stale CSI and the
achieved rate degrades in a manner similar to that in the mobile sce-
nario. However the degradation in Reuse is now less pronounced.
While link quality is impacted, since the topology (interference pat-
tern) does not change, spatial reuse is not impacted and thus, Reuse
outperforms DAS (reuse gains will increase with topology size).
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Hence, interestingly, a simple Reuse scheme is the best for static

clients that experience small coherence times.
Our work in perspective: Our strategy classification is based on

core features related to transmitter cooperation and CSI availability
and is generic enough to accommodate most open-loop and closed-
loop transmission schemes. A few important remarks are in order.
(A) Our classification of multiplexing, diversity and reuse, is from
the network perspective, accounting for transmitter cooperation; it
subsumes conventional multiplexing-diversity schemes applied at
a single transmitter. When transmitters and clients have multiple
antennas themselves, each transmitter in our network-level open-
loop (no CSI) schemes (Reuse and network diversity) can in ad-
dition apply 802.11n’s (MIMO) open loop multiplexing/diversity.
(B) The focus of our work is to exploit transmission cooperation
to maximize the performance of the network as a whole, and not
of specific individual clients; however, the latter also improves as a
by-product. For example, for a static client with poor links to the
multiple spatially dispersed transmitters, DAS may yield its high-
est individual throughput; however, DAS prevents the transmitters
from multiplexing other clients and thus hurts aggregate network
performance. (C) Network multiplexing only refers to the ability
to multiplex multiple streams across different transmitters and does
not preclude diversity. Indeed, by inherently accounting for client
link qualities (based on CSI) [8], it determines the appropriate num-
ber of streams that can be sent to each client. If clients with poor but
stable channels are chosen for the multiplexing session, then more
antennas would automatically be used to generate fewer streams
(i.e. providing diversity) to these clients, such that it maximizes the
aggregate throughput performance of the session.

3. DESIGN OF TRINITY
In applying the right strategy to each user profile based on the

aforementioned inferences, two key challenges arise in practice: (i)
How to categorize users into various profiles? and (ii) How to intel-
ligently combine various strategies to cater to a heterogeneous set
of users simultaneously and manage resources effectively between
strategies? We now present the key elements in TRINITY designed

to address these challenges. TRINITY is implemented at a central
controller that manages a set of distributed transmitters.

3.1 Categorization
While device-based categorization (smartphone ⇒ mobile, lap-

top ⇒ static) is simple, it does not capture a user’s true channel
state (e.g., laptop in a busy cafe). However, measuring the channel
coherence time of a user directly is hard. Hence, TRINITY uses
indirect indicators such as mobility cues (sensor/SNR hints) along
with rate degradation (from CSI estimates) jointly for categorizing
users.

3.1.1 Mobility Triggers
Sensor hints: Most mobile devices (smartphones/tablets) have

GPS and accelerometers. While GPS provides a good estimate of
user speeds outdoors (especially for vehicular users), accelerometer
readings have been successfully used (e.g., [17]) to decipher user
mobility indoors with high accuracy. When accelerometer data is
available, TRINITY employs the approach in [17]. Briefly, for each
new accelerometer sample, the standard deviation of the sample’s
magnitude is computed over a sliding window (w) of samples. If
this standard deviation exceeds a threshold (a), movement is de-
tected. If it is within the threshold for n successive windows, the
device is deemed stationary. We use the values w = 5, a = 0.15
m/s2, and n = 10; in [17] it was experimentally shown that with
these values, device movement can be detected with an accuracy
over 95%.
SNR hints: While sensor hints provide high accuracy, they may
not be always available. In such cases, TRINITY uses SNR hints
to decipher user mobility using an approach similar to that in [11].
Specifically, the variation in the average SNR of a client is used
for this purpose. Consider a simple experiment where a mobile
client is moving away from the AP at walking speed; we record the
SNR variation that it experiences with time. We perform 20 such
trials and the SNR trace from one such trial is compared against
that of a static client in Fig. 3a. As expected, the SNR variation for
a mobile client is high due to the dynamic environment. We find
that this variation is consistently more than 10 dB in all 20 trials.
Similar experimental results are also reported in [11]. Using this
value as a threshold, we consider a user to be mobile (mobility hint)
as follows: we compute the standard deviation (σ) over a moving
window (2 seconds) of 10 measured samples of average SNR over
a 200 ms (to) interval. If σ > 10 dB, the user is considered mobile.

Compared to sensor hints, SNR hints only provide an accuracy
of just over 80%. Hence, TRINITY employs sensor hints for de-
tecting user mobility whenever available and resorts to SNR hints
only when the former is not present.

3.1.2 Sensitivity of netMIMO
Finally, netMIMO’s sensitivity to fluctuating channels can also

be effectively used for categorization. When channel states are
measured from the transmitters to users for netMIMO, one can esti-
mate the SINR and thus, the rate expected at users when netMIMO
is applied (calculated using standard techniques [22]). When net-



MIMO is executed, the resulting SINR or rate can be measured and
then compared against the estimated value. A significant drop in
measured rate compared to the expected rate will result if netMIMO
can no longer be supported by the user’s channel. To understand the
validity of our claim, we simulate a scenario with different chan-
nel coherence times to create mobility. Instead of transmitting the
symbols over the air we pass them through a flat AWGN channel,
so as to keep it constant over the coherence time (channel feedback
rate is 20ms), after which it changes independently to a new real-
ization. We find that (Fig. 3b) netMIMO rate drastically degrades
for a client when it changes its state from being static to mobile
even at walking speed. Unlike DAS or Reuse, the deviation be-
tween the estimated and measured rates is very large for netMIMO
(more than 50% consistently) due to its strong reliance on CSI.

CSI alone is insufficient: Instead of using sensor/SNR hints,
one might wonder if CSI estimates alone are sufficient for user cat-
egorization. Such an approach has two major shortcomings. First,
it requires CSI estimation/feedback overhead for all users, regard-
less of whether or not they can support netMIMO; this will be pro-
hibitive in terms of overhead. Second, CSI is limited to characteriz-
ing coherence times, but cannot attribute reasons to why coherence
times are short; this is important to distinguish between DAS and
Reuse.

3.1.3 Proposed Algorithm
TRINITY leverages the above two indicators jointly to catego-

rize users with high accuracy as follows.
Initial Step 1: When a user joins the network, with sensor and/or
SNR hints, it first determines if the user is mobile and if so cate-
gorizes it to be a DAS user. Otherwise, it aggressively assumes the
user to be a netMIMO user.
Initial Step 2: During netMIMO operation, if there is a signifi-
cant gap between the estimated (from CSI feedback) and measured
netMIMO rates (by more than 50%) for the user, then the user is
removed from the netMIMO category. If the user cannot support
netMIMO and if its sensor and/or SNR hints do not indicate it to be
a DAS user, only then the user is classified as a Reuse user.
Recurring Step: Since a user’s profile can change temporally, cat-
egorization cannot be a one-time process. If the user is a netMIMO
or Reuse user and if its profile degrades to a lower multiplexing
(rate) category (netMIMO→reuse→DAS), then this would auto-
matically be reflected in its rate (for netMIMO) and sensor/SNR
hints (for Reuse). Using these triggers, the user can then be ap-
propriately assigned to DAS or Reuse. To account for temporal
changes, categorization is implicitly integrated within TRINITY.

3.2 Joint Application of Strategies
In reality, users of different profiles are inter-twined in various

regions of the network. Hence, it is inevitable that we combine dif-
ferent strategies (at each transmitter) either in the time or frequency
domain to serve such a mix of users.

TRINITY combines the strategies in the frequency domain. Thus,
it can leverage power pooling benefits at the transmitters [9]. The
sub-carriers in an OFDM system (say N in total) are split orthog-
onally (e.g., Nm to netMIMO, Nd to DAS, N − Nm − Nd to
Reuse; see Fig. 6) between the various strategies. Each transmit-
ter then transmits with the appropriate subset of sub-carriers car-
rying data for users of the corresponding profile. On the downlink
(AP→users), when an AP (with fixed transmit power) has users that
do not span all profiles, the power on the sub-carrriers assigned to
the unused strategie(s) will be pooled to the sub-carriers assigned to
the remaining strategies in operation. This results in a higher SNR
on the sub-carriers in operation, a gain termed as power pooling

gain. Note that when strategies are combined in the time-domain

(which TRINITY can do), all sub-carriers are used for a given strat-
egy at a time and thus there is no room for power pooling.

3.3 Resource Management
Once users are categorized, an estimate of the traffic loads from

each category are collected by the central controller (from the APs).
The different user profiles (i) are then weighted (vi) based on the
traffic load, and the allocation of number of sub-carriers to each of
the strategies across the entire network is made proportional to their
weights (e.g., Ni = viN∑

i
vi

). Note that other weight choices based

on priority/QoS can also be employed. Once the vi’s are deter-
mined, the sub-carrier allocation is done by the central controller,
and is updated periodically at coarse time-scales to track traffic load
variations. Among the sub-carriers allocated to a strategy, users in
the respective profile are then scheduled based on a desired fairness
model (proportional fairness in our case, details are in [7]). Since
resource management is tightly coupled with user categorization, it
continuously adapts to dynamics in user profiles. Once resources
have been allocated to different strategies (user profiles), the next
step is to determine how the transmitters serving users in different
categories access these resources.

4. MEDIUM ACCESS IN TRINITY
While the Reuse strategy can be realized in a completely dis-

tributed manner, cooperation strategies like netMIMO and DAS re-
quire a central controller to manage synchronization, processing,
etc. Thus, in TRINITY downlink transmissions are scheduled by
its central controller. However, media access in TRINITY can also
be easily realized in a quasi-distributed manner as discussed later in
Section 4.2. Further, since the resources allocated to the strategies
are orthogonalized in the frequency domain, it is sufficient to con-
sider scheduling within each strategy in isolation. We later discuss
(Section 4.4) how the various strategies are integrated at a transmit-
ter.

4.1 Clustering for netMIMO and DAS
Need for Clustering: For netMIMO, the ideal operation would

be to execute one large netMIMO between all the transmitters in
the network and the users in the netMIMO category. While this
would provide the maximum number of concurrent streams (scal-
ing with the # of transmitters), this would also incur the overhead
of synchronizing all the transmitters, measuring (and feeding back)
CSI from all transmitters to all netMIMO users and sharing of all
netMIMO users’ data streams across all transmitters. Clearly this
is not scalable beyond a few transmitters (as in [12, 16]).

Similarly with DAS, grouping all transmitters in one big DAS
set-up eliminates the need to identify appropriate transmitters for
various clients. However, the cost incurred is that the data on each
sub-carrier is broadcast by all the transmitters, thereby significantly
limiting reuse in the network. Given that users’ mobility may be
restricted to regions of the network for a given period of time, this
could cause a gross under-utilization of the spectrum.

Approach: To address these issues, TRINITY groups the trans-
mitters into smaller, contiguous clusters (e.g., Fig. 5), and net-
MIMO and DAS are applied only within each cluster. Interfer-
ence between clusters is avoided either in the time or frequency
domain. Applying cooperation strategies at cluster granularity en-
sures feasibility and scalability for netMIMO, and allows for spec-
trum reuse across clusters in DAS. The maximum cluster size (Q,
decided based on practical considerations), and the clusters them-
selves can be different for netMIMO and DAS.

Clustering Algorithm: To establish clusters, we design a novel,
topology-aware clustering algorithm for TRINITY. The underlying
principle is that transmitters within each cluster should have strong
mutual interference, in order to maximize the cooperation or com-
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bining gain. Moreover, transmitters across different clusters should
be weakly coupled, so as to maximize frequency reuse opportuni-
ties. TRINITY adopts a graph coarsening approach to clustering
(executed by the central controller), whereby neighboring vertices
are consolidated (merged) recursively based on a desired metric.
Step 1: For each strategy, the entire network can be represented
by a conflict graph G(V,E), where transmitters constitute the ver-
tices V and an edge (u, v) ∈ E indicates interference (to clients)
between transmitters u and v operating under the given strategy.
Step 2: For each randomly selected vertex v, the algorithm finds
the neighbor u that with v, suspends the locally maximum clique

(members interfere with each other). Then, it merges u, v and their
edge into a single vertex u′, which is added to the conflict graph.
Step 3: This process is applied recursively on the new conflict
graph, until no more vertices can be merged or the cluster size con-
straint Q is reached. Each vertex in the resultant conflict graph
contains multiple transmitters in the original network, which then
form the desired clusters (Fig. 4).

TRINITY employs maximum clique as its coarsening metric as
it creates clusters with good cooperation gain, while also reducing
the interference across clusters. Note that the above conflict graph
is determined at coarse time scales as it depends only on the AP
layouts (which do not change) and aggregate client distributions
around each AP (which only change gradually).

4.2 Interference Avoidance across Clusters
An inevitable feature of clustering in netMIMO and DAS is that

transmitters on the edge of the clusters will receive interference
from neighboring clusters, albeit only from transmitters using the
same strategy. To eliminate such inter-cluster interference, TRIN-
ITY takes the following approach through resource allocation.
Step 1: It considers a conflict graph with clusters themselves as
vertices (an edge exists between adjoining clusters) and performs
a simple, (degree-based) greedy multi-coloring on the set of sub-
carriers allocated to the strategy.
Step 2: The orthogonal sets of sub-carriers assigned to the clusters
are then used by their cluster-edge (interfering) transmitters only

to remove inter-cluster interference. All sub-carriers allocated to
the strategy are used by the cluster-interior (non-interfering) trans-
mitters, thereby allowing for efficient reuse of resources across all
the clusters. In the example in Fig. 5, APs 3 and 4 are cluster-
edge, interfering transmitters and hence operate on orthogonal sub-
carriers (first 24 sub-carriers), while the other APs operate on all
sub-carriers (see Fig. 6) for their netMIMO clients.

Note that with Reuse, there is no clustering (the cluster size is
one with every transmitter being an edge transmitter).

Random access approach: While TRINITY adopts a sched-
uled approach, it can also use a distributed random access MAC to
handle interference between clusters. Such a quasi-distributed ap-
proach would retain coordination only within the clusters (for ap-
plying cooperative strategies), while decoupling operations across
clusters.

4.3 Framing Transmissions
TRINITY combines multiple strategies in the frequency domain

at a transmitter, which amounts to transmitting to multiple clients
in a single frame. This is the essence of OFDMA, which is popu-
lar in cellular networks (LTE, WiMAX). Like a conventional OF-
DMA frame, TRINITY’s transmission frames are two-dimensional
in time and frequency (time symbols and sub-carriers), and consists

of a preamble followed by a control region. The control region con-
tains information on which sub-carriers carry data for which user,
and the MCS (modulation and coding rate) to be used for decoding
the data. The controller ensures that data for users on a specific
strategy are scheduled only on sub-carriers assigned to that strat-
egy. Training or reference signals/pilots are embedded in the frame
(similar to WiMAX/LTE, 802.11n/ac) to enable frequency synchro-
nization, channel measurement and CSI reporting for netMIMO.

4.4 TRINITY: Summary of Operations
We summarize the operations in TRINITY with the simple

example in Fig. 5; there are 6 APs and 9 clients, six of which
(1,2,3,5,6,7) are static, two (4,8) are short-Tc and one (9) is mobile.
1. With sensor and/or SNR hints, an uncategorized user is first
checked to see if it is a DAS user (client 9). Otherwise, it is as-
sumed to be a netMIMO user. Channels are estimated for that user
and netMIMO is then applied. Based on the estimated and observed
rates for netMIMO operation, and coupled with sensor/SNR hints,
the user is appropriately categorized as either netMIMO or a Reuse
user (clients 1,2,3,5,6,7 are netMIMO; 4,8 are Reuse users).
2. Sub-carriers in the frequency domain are partitioned between
strategies based on traffic loads of users in the associated cate-
gories, priority and fairness. (Assuming identical traffic load for
all clients, netMIMO, Reuse and DAS strategies receive 24, 8 and
4 sub-carriers respectively out of a total of 36 sub-carriers.)
3. For a given cluster size constraint (QnetMIMO = 3, QDAS =
6), transmitters are clustered for netMIMO and DAS, using the
heavy clique graph coarsening approach (two clusters for netMIMO
and one for DAS). Transmitters in the cluster interior (APs 1,2,5,6
for netMIMO; all APs for DAS) use all sub-carriers assigned to the
strategy; those at the cluster edge operate on a subset determined
by multi-coloring to avoid interference (for netMIMO, APs 3 and
4 operate on orthogonal sets of 12 sub-carriers out of the allocated
24). For Reuse, transmitters use multi-coloring to determine their
frequency resources (APs 2 and 5 do not interfere and use all 8
sub-carriers assigned for Reuse). Clients are then scheduled at each
transmitter for each strategy on the appropriate set of sub-carriers.
4. Data for multiple clients belonging to different profiles are com-
bined in the frequency domain and transmitted simultaneously from
each AP (frame transmissions at each AP are shown in Fig. 6).
5. While netMIMO users are re-categorized automatically when
their channel state changes to one with low multiplexing gain, Reuse
and DAS users are explicitly moved to netMIMO periodically to
see if they have moved to a state with a higher multiplexing gain.

5. IMPLEMENTATION AND TEST-BED

5.1 Implementation
We prototype TRINITY on the WARP (FPGA-based) SDR plat-

form using the WARPLab framework. Multiple WARP boards can
be connected to a host PC via an Ethernet switch. The host PC
performs the (de-) construction and processing of baseband wave-
forms transmitted (received) to (from) the FPGA board with the
RF front-end. TRINITY and all its components are executed on the
Host PC, which also serves as the central controller. Single antenna
WARP boards are used for both the AP and clients.

Transmission Strategies: Our PHY layer implementation for
Reuse is a centralized version of 802.11g with standard (de-) mod-
ulation techniques with 64 sub-carriers per OFDM symbol. When
transmitters apply netMIMO, the central controller performs a lin-
ear combination of the BPSK symbols (zero-forcing beamforming
precoding [23]) to be sent by the different transmitters so as to pre-
cancel their mutual interference. The channel matrix, whose in-
verse provides the precoding matrix, is obtained before netMIMO
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Frequency 2.48GHz Bandwidth 10MHz

Feedback Rate 50ms Symbols/Pkt 1024

Symbol Time 20µs Modulation BPSK

Table 1 : Physical layer parameters

operation from the CSI piggy-backed (by clients) on the most re-
cently received ACK packets. Each receiver estimate its CSI based
on pilots from the last few OFDM symbols received in the previous
frame. Due to the nature of WARPLab framework, the minimum
feedback delay for CSI is 50 ms; this is still sufficient for enabling
netMIMO for static clients. The DAS mode is an extension to the
Reuse PHY. The same data symbols are modulated and sent over
the air by different transmitters simultaneously without precoding.

Categorization: The central controller collects and keeps track
of rate information (for netMIMO clients), and sensor and SNR
hints needed for categorization. SNR hints are realized from mea-
surements from the sent and received data bits. However, WARP
devices do not provide sensor hints unlike modern mobile devices.
Several WARP-based PHY layer designs [4] have employed WARP’s
User I/O push buttons for events such as switching antenna mode,
changing modulation and coding etc. Similarly, in TRINITY we
program one of the push buttons to generate the sensor hint to the
central controller that the client is mobile once it starts walking.

5.2 Deployment and Synchronization
In our implementation, we make the transmitters lightweight (serve

as just RF boards that transmit signals). All the baseband process-
ing is pushed to the central controller. This allows for an efficient
and practical realization of netMIMO, especially for synchroniz-
ing, estimating channels and sharing of data streams across APs
over a large geographic area. With each WARP mother board serv-
ing 4 daughter RF boards, we move the mother boards to the central
controller, while the daughter boards serve as the RF transmitters.
The RF signals processed at the mother boards are carried to the
RF daughter boards through optical fibers (as shown in Fig. 7)
that have very low latency (≈ 5 µs/Km), thereby preserving the
symbol-level synchronization needed for netMIMO. The RF sig-
nal is modulated to optical through an off-the-shelf commercial
RoF (radio over fiber) transceiver, carried over the fiber and then
converted back to RF signal at the other end. Co-locating multi-
ple WARP mother boards also enables easier clock and phase syn-
chronization between them (using approaches recently proposed in
[18]) - a feature imperative for the functioning of netMIMO. Note
that the above distributed, thin AP deployment model has recently
become a very cost-effective and popular option for cellular and
WiFi coverage in convention centers, hospitals, etc. [5].

5.3 Experimental Set-up
Our WARP testbed, consisting of 6 transmitters and 7 clients, is

deployed in an indoor office setting as shown in Fig. 8. Different
scenarios are created by moving the transmitters and clients to dif-
ferent locations. For mobility, WARP clients placed on a cart are

moved at (timed and repeatable) fixed walking speeds on the same
path across all experiments. Since a controlled environment is not
possible for short-Tc clients (e.g., busy cafe), for repeatability, we
emulate their channel variations by moving only their antennas in
the proximity of their original location. Fig. 9 shows that such
emulation produces channel variations very similar to a busy cafe,
while allowing for repeatability.

To avoid external interference, we use channel 14 (unused by
other devices) in the 2.4 Ghz band. Back to back packets are sent
for 6 minutes using appropriate strategies in each experiment and
the results are averages over multiple runs unless otherwise stated.

Metrics: The main metrics of evaluation are aggregate network
rate (bits/s/Hz or bits/s as appropriate) and utility. A client’s rate is
obtained from its achievable Shannon rate (log(1+ρ)) and depends
on the average received SINR (ρ, per sub-carrier) per transmitted
OFDM symbol, and the number of sub-carriers allocated to the
client. For netMIMO, transmission rates are implicitly determined
as part of the pre-coding phase once CSI is known. For Reuse and
DAS, where CSI is not employed, any of the conventional SNR
based rate adaptation schemes can be used. However, due to the
inherent feedback latency in WARP, rate adaptation is currently not
supported for Reuse and DAS in our test-bed. In a way, measur-
ing the rate directly from SINR of received symbols assumes ideal
rate adaptation and hence prevents the vagaries of rate adaptation
algorithms from influencing the inferences on strategies. Utility is
used to characterize fairness among clients in the same category.
The utility of a user is the logarithm of its rate (log(Ri)) [3]. We
seek to maximize the sum of the utilities of all users (network wide
utility); this results in proportional fairness [3].

To evaluate QoS, we consider video delivery. Specifically, we
consider typical video file [6] (encoding rate = 1Mbps, frames per
second = 30) downloads and estimate the achieved Peak-Signal-to-
Noise-Ratios (PSNR) for quantifying the delivered QoS. PSNR is
defined as a function of the mean squared error (MSE) between the
pixels of the decoded video and that of the original version. It is

computed as follows: PSNR = 10 log
10

2
L
−1

MSE
[dB], where L is

the number of bits used to encode pixel luminance (8 bits).

6. EVALUATION

6.1 Categorization
We use a sample network topology containing 3 APs and 6 clients

as shown in Figure 10. Two scenarios are considered: (1) categoriz-
ing a single client (client 4) in isolation, and (2) categorizing two
clients (2 and 4) simultaneously. To emulate a realistic scenario,
where newly joined clients in the network need to be categorized,
we assume that the pre-existing clients in the network are already
categorized accurately. Given that all devices may not provide sen-
sor hints, we also consider two variants - one with sensor hints and
one without sensor hints (only SNR hints and CSI).

Accuracy with and without sensor hints: Client 4’s channel
state is set to be in one of 3 states: static, mobile or short-Tc. 20
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trials are performed with each state. In the case of two clients (4 and
2), we experiment over all possible combinations of their profiles.
Categorization accuracy is evaluated by comparing the profile cate-
gorized by TRINITY against ground truth, which is the profile that
yields the highest aggregate network rate. To determine a client’s
optimal profile, we perform an exhaustive search over all possible
combinations of strategies (DAS, Reuse and netMIMO) for each
client, to find the combination which maximizes the overall net-
work rate.

As seen in Fig. 11, TRINITY achieves a high accuracy of 95%
for netMIMO users, 90-95% for Reuse users and 80-85% for DAS
users. The accuracy is highest for netMIMO, where rate discrep-
ancies provide a clear indicator, while channel dynamics for DAS
users cause some classification errors. The accuracy with sensor
hints is about 11% higher on average, than without it, indicating
that SNR hints may be sufficient in providing an accurate classifi-
cation of DAS and Reuse users, although at the expense of network
performance. Further, introducing multiple clients for simultane-
ous categorization does not impact the accuracy of categorization.
This is expected as categorization is specific to individual clients.

Impact on network rate and utility: Next, we examine the im-
plication of the accuracy on on the aggregate network rate. Here,
after categorization, the apt transmission schemes are used to trans-
fer data to clients and the aggregate network rate is measured. The
results in Fig. 12 clearly indicate that the impact of making local
categorization decisions for users, although sub-optimal compared
to the exhaustive global approach (e.g., some slow moving users
may be under Reuse), does not incur appreciable loss (compared to
optimal), while providing a large reduction in complexity. Given
the high accuracy of categorizing netMIMO users, their loss in net-
work rate is negligible. For Reuse and DAS users, the loss is small
with sensor hints; in its absence it can get to 10% and 15%, respec-
tively, but still remains within reasonable limits. Similar results are
seen when utility is used to capture the fairness in Fig. 13.

The above experiments demonstrate TRINITY’s ability to cate-

gorize users appropriately with high accuracy using a combination

of standard CSI/SNR and sensor hints, thereby yielding close-to

optimal network performance.

6.2 Combining Strategies in Frequency
For all the strategy-combining experiments, a topology where 2

APs jointly apply netMIMO to 2 netMIMO clients and DAS to a
single DAS client, is used. In addition, one of the APs serves a
single Reuse client. Since different number of sub-carriers may be

employed for each strategy when combining them in a frame, we
use rate in bit/s (accounting for # sub-carriers) as our metric. In
the interest of space, we defer results on feasibility of frequency-
domain combining, power pooling and flexible resource allocation
policies in TRINITY to [7].

To understand the implication of power pooling gains with fre-
quency domain combining (FDC), we consider its impact on net-
work rate compared to time domain combining (TDC). In our ex-
perimental topology, when the Reuse client is associated with AP1,
the sub-carriers allocated for Reuse at AP2 are un-used and their
power is redirected to those that serve netMIMO and DAS users.
Considering an equal split of sub-carriers between strategies, this
results in about a 10% gain in the aggregate network rate compared
to TDC (Fig. 14a). When the DAS user is removed, its sub-carriers
are re-allocated between netMIMO and Reuse users. This results
in additional un-used sub-carriers (and their power) from the Reuse
strategy at AP2, which are used to serve the netMIMO users. This
further increases the rate gain to ≈ 15%.

Increasing the number of APs, increases the possibility of more
sub-carriers being left un-used at APs, since all APs may not be
serving users from all profiles. To see if this contributes to in-
creased network rate, we increase the number of APs within the
interference range of the current two APs in our topology. Indeed,
Fig. 14b shows that increasing the number of APs can harness ad-
ditional power pooling gains from FDC and contribute to ≈ 20%
increase in network rate compared to TDC. Note that, while in prac-
tice the amount of power that can be pooled is limited by FCC reg-
ulations [2], it can still deliver appreciable gains [9].

6.2.1 Case study in a dynamic network
We consider a sample case study to highlight TRINITY’s adap-

tation to network dynamics (more cases in [7]). The experiment
consists of 6 APs and 6 clients as shown in Figure 14c. APs 1 and
6 do not interfere with other APs, whereas APs 2, 3, 4 and 5 are in
a cluster, where they interfere with each other and can invoke ei-
ther netMIMO or DAS. There are 3 static and 3 short-Tc clients at
the start of the experiment. We depict TRINITY’s operations and
reactions on a time line in Fig. 15. We see that at the start of the ex-
periment, TRINITY categorizes the clients accurately into different
profiles - static clients are assigned to netMIMO, whereas short-Tc
clients are assigned to Reuse. TRINITY then runs its strategy com-
bining algorithm to apply these strategies on orthogonal frequen-
cies (see Fig. 15) and begins transmissions. APs 2, 3, 4 and 5 split
their sub-carriers between netMIMO (served by APs 2,3,4,5) and
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reuse (served by AP 3) in the cluster. Hence, APs 2, 4 and 5 benefit
from the power pooled from their un-used Reuse sub-carriers.

At the 20th second, we change client 5’s state from static to mo-
bile; we move it at walking speed in the vicinity of APs 2, 3, 4
and 5 until the experiment ends. The change in profile to a lower
multiplexing one (from netMIMO) is identified automatically.

TRINITY re-categorizes client 5 within a second, into the DAS
profile and obtains the new sub-carrier mapping for the APs as
shown in Fig. 15. To understand the impact on network rate during
network dynamics, we compare TRINITY’s rate against that of the
optimal (exhaustive search) solution which is also executed imme-
diately after re-categorization as well as after 50s. It can be seen
that the loss in network performance during the re-categorization
process (latency to find the new profile) is small and gets further
amortized when measured over a longer time window. Note that
the time line experiment is part of a longer 6 min. experiment but
only the first 50 seconds are shown here.

6.3 Integrating TRINITY Components
Impact on Network Rate/Utility: To understand TRINITY’s

performance (network-level), we compare it with four other schemes:
optimal (exhaustive search), netMIMO-only, DAS-only and Reuse-
only. The latter three are baseline strategies that apply only one
strategy to all users irrespective of their profile and is hence rep-
resentative of state of the art schemes that do not differentiate be-
tween user profiles. Our evaluations include various network
topologies with 6 APs and 6 clients in our testbed, similar to those
in Figs. 5 & 14c but with a more comprehensive set of clustering
patterns for the APs, namely topologies with (i) linear placement of
APs (only neighboring APs interfere with each other’s clients), (ii)
two clusters of 3 APs each, (iii) three clusters of 2 APs each, (iv)
clusters of size 1, 2 and 3 APs, and (v) a single cluster of 6 APs. In
each topology, clients’ locations and profiles are randomly config-
ured, and the APs transmit back-to-back data for 180 seconds.

Fig. 16a shows the average of the aggregate network rate and
utility respectively, achieved over all scenarios for each scheme.
We see that TRINITY’s performance is very close to that of optimal

and outperforms other schemes by almost 50-150% in network rate
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Figure 16 : (a) Performance of TRINITY (b) QoS
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Figure 17 : Trace-driven simulation results.

and by two folds in utility. This exemplifies the merit of catering
transmission strategies to user profiles with TRINITY.

6.3.1 Impact on User Quality of Experience
Since we consider clients of various profiles, a given rate or thro-

ughput may not be valued the same by clients with different pro-
files. Hence, we also evaluate TRINITY in terms of client QoS
satisfaction (using same set of topologies as previous experiment).
To this end, we first consider a simple metric, wherein each client
requires a minimum rate for its application for satisfactory expe-
rience and the goal is to see how many clients’ requirements can
be satisfied. Fig. 16b (bottom) shows the number of clients satis-
fied by a given scheme as a function of their increasing minimum
rate requirement. We see that TRINITY is capable of satisfying as
many clients as the optimal scheme in most of the cases. Further,
it can cater to thrice as many clients as the other individual strate-

gies. Next, we consider a standard encoded video of rate 1 Mbps
with 30 frames per second for each client to understand the direct
impact on application performance in Fig. 16b (top). Here, we see
that TRINITY is able to improve clients’ video quality significantly

by providing a large (median) gain of 10 dB in PSNR.

6.3.2 Large-scale Trace-driven Simulations
Since it is hard to scale a testbed running netMIMO on WARP to

larger topologies, we now evaluate the complete TRINITY solution
using trace-driven simulations. To create traces for a realistic net-
work topology, we move the WARP nodes to various locations of
an office building, and collect the per-subcarrier CSI (both magni-



tude and phase distortion) between nearby transceiver pairs. These
WARP nodes together form a network of 20 APs and 30 clients.
Each AP has 2 to 6 neighboring APs within its sensing range, and
serves 1 to 3 clients within its communication range. Among the
clients, there are 8 Reuse, 10 netMIMO and 12 DAS users. The
CSI and interference relations between neighboring nodes are then
fed into a simulator executing TRINITY. We evaluate TRINITY
against its variants, where its clustering component is replaced by
one of the following schemes: (i) Single Cluster, which aggre-
gates all netMIMO or DAS APs into a single cluster; (ii) K-Cluster,
which greedily clusters nearby K transmitters (K is fixed to 4 in
our experiments). In TRINITY, the maximum cluster size is 4.

Fig. 17(a) shows that Single Cluster achieves the highest thro-
ughput for netMIMO users owing to its global synchronization and
data sharing across all netMIMO APs. However, TRINITY suf-
fers only a small loss in performance due to splitting the APs into
small clusters of practical size. This is because not all APs interfere
with each other in a large network, and TRINITY can leverage spa-
tial reuse between remote APs in different clusters. The K-cluster
scheme does not account for the topology factor in its clustering
process, i.e., weak/strong interference between nearby APs, and
thus it loses 26.1% throughput compared to TRINITY.

For DAS users, Single Cluster achieves the lowest performance,
as it completely sacrifices spatial reuse for diversity, causing sub-
stantial throughput loss when there are multiple DAS users spread
over a large area. TRINITY and K-cluster strike a good balance be-
tween diversity (needed for mobility) and spatial reuse. For Reuse
clients, all the schemes achieve a comparable level of performance
(Similar inferences can be made for utility results in Fig. 17(b)).

7. RELATED WORK
Experimental software radio platforms have allowed network prac-

titioners to take sophisticated PHY layer multiplexing schemes like
beamforming (e.g., [13]), multi-user MIMO (e.g.,[10]), interfer-
ence alignment [12, 13], network MIMO (e.g., [16]),from theory
to practice. Similar efforts exist with respect to Reuse [19] and di-
versity [15] strategies as well. While these works have made great
strides in highlighting the potential and practical limitations of such
schemes, their focus has understandably been on static clients with
stable channels (for reliable CSI estimation) as a first step. On the
theory front, works [14] are now exploring how to effectively lever-
age outdated CSI. However, their use in netMIMO is still in its early
stages and is hence not considered here.

Given the heterogeneity of user profiles in both enterprises and
outdoor cellular (e.g., LTE/WiMAX small cells) networks, it is im-
portant to understand which strategies are apt for which user pro-
files and how to combine them. While [20] articulated the need for
using different strategies for different user profiles, no system was
designed or implemented towards realizing this vision.

8. DISCUSSIONS AND CONCLUSIONS
We design, implement and evaluate a practical framework TRIN-

ITY, that identifies and optimizes transmission (cooperation) strate-
gies to cater to a heterogeneous mix of users effectively, thereby
improving their quality of experience in wireless networks.

Complexity and Overhead: TRINITY requires only as much
overhead as any closed-loop transmission scheme like beamform-
ing or netMIMO. By identifying the right set of netMIMO clients,
it saves on the complexity and feedback overhead incurred in ap-
plying netMIMO generically to all clients. Further, by restricting
netMIMO to clusters, its complexity and overhead are further re-
duced.

Uplink: Realizing OFDMA on the uplink requires sub-carrier
level synchronization between clients being multiplexed, which is
challenging although doable [21]. Thus, TRINITY is currently lim-
ited to FDC on the downlink, while using TDC on the uplink.
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