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Abstract—In this work, we study the benefits of using ap-
plication layer multicast in ad hoc networks. We propose
a flexible receiver-driven overlay multicast protocol that we
call the Application Layer Multicast Algorithm (ALMA). As
an application layer protocol, ALMA constructs an overlay
multicast tree of logical links between the group members.
Our protocol has the advantages of an application layer pro-
tocol: a) simplicity of deployment, b) independence from
lower layer protocols, and c¢) capability of exploiting fea-
tures such as reliability and security that may be provided
by the lower layers. In addition, ALMA has all the follow-
ing characteristics. First, it is receiver-driven: the member
nodes find their connections according to their needs. Sec-
ond, it is flexible, and thus, it can satisfy the performance
goals and the needs of a wide range of applications. Third,
it is highly adaptive: it reconfigures the tree in response to
mobility or congestion. We perform extensive simulations
to evaluate the performance of ALMA. First, we show that
ALMA outperforms the best previously proposed applica-
tion layer multicast protocol for ad hoc networks. Second,
we find that ALMA compares favorably with arguably the
best network layer multicast protocol: ALMA performs sig-
nificantly better for small group sizes. We conclude that the
application layer approach and ALMA seem very promising
for ad hoc multicasting.

I. INTRODUCTION

In this paper, we examine the trade-offs of using appli-
cation layer multicasting in ad hoc networks. To do this,
we develop an application layer protocol and we study its
performance extensively. Application layer multicasting *
in wireline networks has received a lot of interest. How-
ever, many new challenges arise in using application layer
multicasting in ad hoc networks. On the one hand, ap-
plication layer protocols provides simplicity in terms of
deployment and interoperability with existing infrastruc-
ture and lower layer protocols. On the other hand, such
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! Also referred to as multicasting using overlays or peer to peer mul-
ticasting.

an approach may overload the already contention-ridden
wireless links.

Most multicast research for ad hoc networks has fo-
cused on IP layer multicast protocols. Such protocols re-
quire the cooperation of all the nodes of the network. There
are two main families of solutions as per whether they cre-
ate a tree [9], [17], [2] or a mesh [10], [19], [5]. ODMRP
is arguably one of the most efficient protocols that creates
a mesh (a mesh increases the robustness of the multicast
session) [5], [18], [19].

Application layer multicasting is an alternative approach
to IP layer multicasting. It has however received little at-
tention in the ad hoc networks domain. An application
layer approach has the following advantages. First, appli-
cation layer multicast is easy to deploy. It does not require
changes at the network layer. Second, the construction of
a logical structure hides routing complications such as link
failure instances, which are left to be taken care of at the
routing layer. Third, intermediate nodes do not have to
maintain per group state for each multicast group. Main-
taining per group state has always been a problem in multi-
casting even in the Internet [22], [23]. Finally, application
layer multicast can exploit the capabilities of lower layer
protocols in providing reliability, congestion control, flow
control or security according to the needs of the applica-
tion. If the application requires reliability, it can choose,
at run time, to use TCP between group members, other-
wise it can choose UDP. In addition, secure group commu-
nications are reduced to secure unicast communications,
which avoid the use of complex protocols for group key
management [26].

Despite the above advantages, application layer multi-
cast has a disadvantage compared to network layer multi-
cast: routing efficiency. First, the use of application layer
multicast can result in the transmission of multiple copies
of multicast data packets over each physical link. This
is exactly because non-multicast group members cannot
make copies of multicast packets. This effect is espe-
cially visible when there are a large number of multicast
group members and/or if the network load is high. Sec-



ond, with mobility, using logical links may lead to sub-
optimal paths, since the communicating member nodes are
not aware of increases to their possibly small initial phys-
ical hop count distances from the source. Reconfiguring
the logical connections is possible, but it introduces over-
head. How necessary and how often should reconfigura-
tions be invoked has not been examined yet.

In this paper, we study the trade-offs between the advan-
tages and the disadvantages of application layer multicas-
ting. First, we develop a new application layer multicast
protocol, which we call ALMA. Our protocol is an adap-
tive receiver-driven protocol which creates a logical mul-
ticast tree. We propose methods to reconfigure the tree
upon mobility or congestion so as to reduce the cost of
each logical link in the tree. We study the factors that af-
fect the performance of ALMA and the sensitivity of its
performance to various system parameters.

Our work can be summarized in the following

o ALMA outperforms the previous best-performing pre
viously proposed application layer multicast protocol
in terms of goodput and reliability.

« ALMA performs favorably even when compared with
network layer multicast protocols, more specifically
ODRMP [19]. ALMA exhibits better goodput than
ODMRP for moderately sized to reasonably large?
group sizes where 20% to 40 % of nodes are a part of
the group.

« We study the sensitive of our protocol to different
scenarios and we show how we can fine tune its per-
formance by choosing appropriate values for various
system parameters.

The rest of the paper is organized as follows. In Section

Il we discuss relevant related work. We describe ALMA
in detail in Section I1l. In Section IV we describe our sim-
ulation model, list the basic assumptions that we make and
discuss the metrics of interest. In Section V we present our
performance results, and our comparisons with the other
aforementioned multicast protocols and discuss our ob-
servations. In Section VI we present our conclusions and
possible future work.

Il. BACKGROUND

In this section, we look at relevant background work
in brief, including prior work on network layer multicast-

20ODMRP performs better for extremely large multicast groups
(when 60% of the nodes in the network in the group). Note that mul-
ticasting to groups that consist of more than 50% of the nodes in the
network is close to performing a broadcast, since, most nodes will most
likely overhear packets, independently of whether they are a part of the
group or not.

ing in ad hoc networks, overlay multicast in wire-line net-
works and overlay multicast in ad hoc networks.

Network Layer Multicast Protocols for Ad Hoc Net-
works: Multicasting in ad hoc networks has primarily re-
ceived attention in terms of designing efficient protocols
at the network layer [9], [2], [10], [5], [15], [16], [17].
The Adhoc Multicast Routing Protocol utilizing Increas-
ing id-numbers (AMRIS) [9] constructs a shared multi-
cast delivery tree to deliver data. A multicast extension
of the Ad Hoc On Demand Distance Vector(AODV) [1]
is presented in [2] and is called MAODV for Multicast
AODV. MAODV establishes on-demand multicast routes
and uses these routes for delivery of multicast data. The
Core-Assisted Mesh Protocol (CAMP) [10] builds and main-
tains a multicast mesh using a receiver-initiated approach
and is based on the use of core nodes to maintain the mesh.
The On-Demand Multicast Routing Protocol (ODMRP)
[5], [18] also uses a creates mesh of nodes for forwarding
multicast data. Since we compare our protocol ALMA
with ODMREP later in this paper we descibe ODMRP in
some detail.

ODMRP: The mesh created by ODMRP is called the
forwarding group. Multicast data is forwarded on the short-
est path on the mesh between any member pair. Sources
establish and update multicast routes on demand. They
broadcast Join-Query packets to the entire network peri-
odically. When a node receives a Join-Query, it records
the 1D of the upstream node that forwarded the query and
rebroadcasts the packet. When the query packet reaches
a multicast receiver, the receiver creates a Join Table and
broadcasts this table to its neighbors. Upon receiving such
a Join table, each neighbor checks to see if it is designated
to be the next hop of one of the entries. If so, the node
knows that it is on the path to one of the sources and now
becomes a member of the forwarding group. It then broad-
casts its own Join Table to its neighbors. Thus, Join Tables
are propagated back to the source via the shortest path and
accordingly the routes from source are thus constructed.
In [5], it is shown that ODMRP outperforms most of its
competitor network layer multicast protocols for ad hoc
networks.

Overlay Multicast in Wire-line Networks: Overlay
multicasting in wired networks has received a lot of atten-
tion [11], [4], [3], [12]. Yoid [11] proposes a distributed
logical tree building protocol between the end-hosts. It
also creates a mesh used for dissemination of control data,
and for fault tolerance. ALMI [4] uses a centralized algo-
rithm to create a minimum spanning tree rooted at a desig-
nated single source. The Overcast protocol [3] organizes a
set of proxies to form a distribution tree rooted at a central
source. The NICE protocol[12] establishs a hierarchical



clustering of multicast endhosts peers. Narada [7]creates
a mesh and then builds delivery trees over the mesh using
a DVMRP algorithm.

Overlay Multicast in Ad Hoc Networks To the best of
our knowledge, there are only two proposals for doing ap-
plication layer multicasting in wireless ad hoc networks:
a) the Adhoc Multicast Routing protocol (AMRoute) [8]
and b) the Progressively Adapted Sub-Tree in Dynamic
Mesh (PAST-DM) [6] . AMRoute uses Bi-directional uni-
cast tunnels to interconnect the multicast group members
into a logical mesh. It then builds a shared tree for data de-
livery and maintains the tree within the mesh. Studies in
[5] show that AMRoute performs well under static condi-
tions, but it suffers from loops and creates inefficient trees
even in scenarios of low mobility. PAST-DM also con-
structs a logical mesh connecting all group members. We
describe PAST-DM in greater detail since we compare the
performance of ALMA with that of this protocol.

PAST-DM: In PAST-DM, initially, each member initi-
ates a search within a limited hop count to discover its
logical neighbors. Each member records its logical neigh-
bors and exchanges link state information with its neigh-
bors. By doing so, each member obtains the topology map
of the logical mesh. A Source-Based Steiner tree is then
constructed upon this mesh. The tree is then periodically
refreshed. During the construction process, the source
makes all its logical neighbors its first-level children in
the multicast tree and divides the remaining members into
sub-groups. Each of these sub-groups forms a sub-tree
rooted at one of the first-level children. The source in-
cludes the subgroup information in each packet header to
let the first-level children know as to who belong to their
sub-group. Each of the source’s first-level children then
repeat the Source-Based Steiner tree algorithm to establish
their own subtrees and forward the data packet to the sub-
trees. The process continues. Both the logical mesh topol-
ogy and the multicast tree gradually adapt to the changes
of underlying network topology. Simulations performed
in [6] shows that PAST-DM is more efficient than AM-
Route.

Overlay schemes can improve their routing efficiency
by exploiting the broadcast nature of ad hoc networks. For
example, one packet broadcast can be received simultane-
ously by two neighboring group members. However, in
this paper, we do not consider such improvements in or-
der to provide a fair comparison between pure overlay and
routing layer schemes.

I1l1. APPLICATION LAYER MULTICAST ALGORITHM
(ALMA)

In this section, we describe our protocol in detail. We
provide an overview of the architecture, and highlight sev-
eral interesting properties.

ALMA creates a logical multicast tree between the mul-
ticast members. We have considered the creation of a log-
ical mesh, but a tree induces less maintenance overhead.
Furthermore, the main advantage of a mesh, reliability,
can be taken care of with the use of a reliable transport
layer protocol such as TCP. Each edge of this tree rep-
resents a logical link, which corresponds to a path at the
network layer. As an example in Figure 1, there is a single
logical link between nodes C and D. However, note that
this logical link contains four underlying physical links,
from Cto Y, from Y to Z and from Z to D.

Logical Link
between C and D

Physical Link
between X and C

Fig. 1. Logical links vs Physical links

Receiver-driven Approach: Each group member finds
a parent node on its own and once it joins, can decide to
facilitate zero or more children. The parent of a node is
the first node on the logical path from the node to the root
along the tree. When a node receives a packet from the
source, it makes multiple copies of the packet and for-
wards a copy to each of its children. Members are respon-
sible for maintaining their connections with their parent.
If the performance drops below a user or application de-
fined threshold, the member reconfigures the tree locally,
either by switching parents or by releasing children.

In the rest of this section, we describe the functions and
mechanisms for the creation and maintenance of the logi-
cal tree. In the rest of this section, the term link refers to
a logical link, and the term node refers to a member node,
unless otherwise stated.

We specifically discuss the following issues with re-
gards to ALMA:

« Creating and maintaining the multicast tree, i.e., mem-

ber joins and leaves.

« Improving efficiency by reconfigurations of the mul-
ticast tree in mobile scenarios or when congestion is
experienced at certain nodes.

« Ensuring packet level reliability during reconfigura-
tions.



« Protecting against loops during reconfigurations.

« Ability to inter-operate with any lower layer protocol

suite.

Joining a Group: A new node finds a subset of the ex-
isting members preferably the ones that are close to it. A
rendezvous point or a local search can provide such a list.
A new member joins the group by sending join messages
to possibly multiple existing members. An existing mem-
ber that is willing to “take” a new child responds to this
message. Note that an overloaded node (e.g. one with too
many children already) can refuse to reply to a request. If
a new node receives multiple replies, it can pick the one
that seems best according to various criteria. Here, we as-
sume that the node picks the member whose reply arrives
first. Clearly, the parent selection can be based on other
criteria as well. The first reply rule, which we use here,
suggests but does not guarantee good performance, either
because of proximity to that member or due to light load
experienced by that member.

When a member wants to leave the group, it is required
to send an explicit leave message to both its parent and its
children. The parent will delete the node from its list of
children, and its children then attempt to rejoin the multi-
cast group. Unannounced member departures are equiva-
lent to node failures that we discuss below.

Dealing with failures and partitions: Our protocols
follows a soft state approach to deal with disruptive events
such as node failures, network partitions, or unannounced
departures from the group. Each member sends periodic
hello messages to its parent and receives a response in re-
turn. If a node does not hear from its parent for a preset
time-out period?, it assumes that the parent has failed and
attempts to rejoin the multicast group. Clearly, the timely
arrival of data packets is an indication that the parent is
alive. Hello messages also provide an indication of the
quality of the path, which is used in tree reconfiguration
that we discuss next.

Parent selection and tree reconfiguration: ALMA has
a decentralized, receiver-driven reconfiguration scheme to
avoid sub-optimal tree configurations. Children monitor
the “quality” of the path to their parents, and switch par-
ents when necessary. Even with an initial good tree, the
multicast structure becomes in-efficient, as members join,
move or leave. For instance, the length of the path that
forms the logical link may increase over time and this will
degrade the performance.

We want the scheme to operate at the application layer
to avoid any dependencies with lower layers. For this rea-

3The preset time-out should be a few “typical” round-trip times. This

parameter controls the speed of reaction of the protocol to delays and
failures.

son, we use the round-trip time (RTT), measured at the
application layer, as an estimate of the quality of the link.
Using lower-level metrics, such as hop count, may give
better results, but violate the application level nature of
the protocol. Our scheme works as follows: a member
sends a hello message to its parent periodically. Upon the
receipt of a response sent by the parent, it estimates the
average RTT. When the average RTT exceeds some preset
threshold (a protocol parameter), it will attempt to search
for a new potential parent that can deliver data with a a
smaller RTT in its neighborhood. If such a new parent is
identified, the child can switch.

How “far” should a node look for a new parent? The
extent of the search for a new parent may depend upon the
RTT experienced. To identify the right extent, we intro-
duce multiple thresholds. If the RTT exceeds the smallest
threshold, the node would search for a new parent within
a range of two logical hops of itself, that is, it polls its
grand-parent and siblings on the tree. If the RTT exceeds
next largest threshold, then the node would increase the
scope of the search to three logical hops. This algorithm
may be represented as:

If estimated RTT < threshol dlevel 1
stay with its current parent;
If threshold.levell < estinmated RTT
< threshol d. evel 2,
search within a range of 2 |ogical hops;
If threshold.level2 < estinated RTT
< threshol d. evel 3,

search within a range of 3 | ogical hops;

(a) Initial Overlay Tree (b) C searcheswithin onehop ~ (c) C searcheswithin 3hops

Fig. 2. Reconfiguration due to Mobility

The reconfiguration capability of our protocol algorithm
is shown in figure 2. When node C starts moving away
from its parent B, it will experience an increase in the
average estimated RTT. At some point in time, the first
threshold level is exceeded and then C would start polling
nodes that are at a distance of two logical hops from itself
(The structure of the logical tree can be periodically pig-
gybacked onto multicast data or can be obtained from the



rendezvous host on demand.). Thus, C would periodically
ping nodes A and D and estimate the RTT experienced in
communicating with each of them. Let us for example say
that the RTT does not change by much (is still greater than
t hreshol d_1). C continues to receive multicast data
from B. After each attempt to reconfigure, C refrains from
further attempts for a preset period in time. At a later time,
C now finds that the estimated RTT is now larger than the
next threshold limit. At this time, it attempts to find a new
parent by polling nodes that are within three logical hops;
in this case those nodes are A,D,S and E. If C finds mul-
tiple parents that can deliver multicast data with a lower
average RTT, it chooses the one that delivers data with the
lowest average RTT. Upon deciding to switch parents a
node sends a switch message to the newly chosen parent.

The use of RTT as a metric hides some subtleties. The
average RTT may not capture the “quality” of the path to-
wards the parent. If the node itself has many children,
there is a competition for bandwidth between receiving
data from the parent and delivering data to the children,
in the node’s vicinity. In such cases, attempts to switch
parents may not be fruitful. We examine the effects of lo-
cal congestion on RTT in our simulations.

Considering other end-to-end performance criteria:
In our protocol, we can rather easily consider other end-
to-end performance criteria while establishing or reconfig-
uring the tree. We can construct a more complex objective
function of what is considered a good parent and a good
path. This objective function may depend on several fac-
tors: (a) the RTT between the node and its parent; (b) the
end-to-end delay as the sum of the average RTTs of all
links between the source and the member and (c) the de-
gree of the parent. In addition, nodes could keep statistics
of packet losses at the application layer. However, this
would require us to exchange a large amount of state and
in order to keep our design simple, we do not examine this
in our current work.

Detecting and Avoiding Loops: To avoid loops, a mem-
ber should not be allowed to select one of its descendants
as a parent. To ensure this, each member is required to
know the entire logical path on the tree towards the source.
This has two advantages. First, when a node receives a
switch request from another node, it checks to see if this
node is on this path, and if so, it does not respond to the
switch request. Note here that the path information needs
to be updated only when a node joins the group or when
a parent switch takes place. Second, each member checks
its path information periodically. If a loop is detected, the
member will relinquish its connection with its parent and
rejoin the group.

Loops due to synchronous switching: Loops may occur

when two members simultaneously decide to switch par-
ents and in the process, select each other or a descendant
of the other as a parent. When this happens, the nodes in
the loop are no longer connected to the source. To elimi-
nate loops, we develop two mechanisms. First, we require
that, after a member switches to a new parent, it has to wait
for a short preset period of time, before accepting switch
requests from other members. If nodes connect to each
others descendants, the loop may not be prevented, but
it can be detected and the situation can be rectified. The
nodes will realize that their paths do not reach the source
and they will reconfigure.

Ensuring the continuity of the multicast upon recon-
figuration: When a node switches from one parent to an-
other, for a short period of time, it maintains its connection
with both its old and new parents. This is required to avoid
packet losses when the node switches to a new parent.
Since the position of each node, in the multicast logical
tree, with respect to the source is different the new parent
might have already received and distributed packets (to its
children) that were not yet either received or distributed by
the old parent. For instance, let node A switch from par-
ent B to a parent C; suppose the latest packet that A has
received from B is packet with an application sequence
number (if used) 20 while upon switching, the first packet
that A gets from C is packet 32. If A simply breaks the
connection with B upon switching to C, it can no longer
receive packets 21 to 31. However, if A does maintain its
connection with B, A can receive packets 21 to 31 from B
and then relinquish the connection.

Note that whether or not it is important for node A to
obtain the missed packets depends upon the application.
For an application such as voice or video that uses the user
datagram protocol (UDP) such losses may be acceptable.
However, for applications that require reliable delivery, re-
covery of these packets is important.

If reliable delivery is required, one might require each
multicast group member to cache or store the packets that
are already distrubted for a preset duration. Thus, when a
node switches to a new parent, it requests the new parent
for the packets that it has missed. If these packets are still
in the new parent’s cache, they may be now retransmitted.
There is clearly a trade-off between the number of pack-
ets cached and the efficiency in retrieving missed packets
when a switch occurs. If the missed packets are no longer
in the new parent’s cache, the switching node might re-
cover these packets from the old parent or from the source
itself using possibly longer physical paths.

Lower Layers of the Protocol Stack: ALMA can be
effectively used with any existing protocol suite. At the
transport layer, one might choose either UDP or TCP. If re-



liability is required one might choose TCP. Recently, there
have been modifications proposed to TCP for use in ad
hoc networks [21] and new transport layer protocols such
as ATP [14]. ALMA can be used in conjunction with any
of these modified versions or new protocols. Any inher-
ent advantages that a transport layer protocol provides can
seamlessly provide benefits in performing multicast.

At the routing layer any ad hoc routing protocol may be
used. ALMA can work with both proactive and reactive
routing protocols [2]. ALMA depends on the routing layer
for the detection of link failures and the reconstruction of
logical links. Changes to the MAC or physical layers are
also transparent to ALMA. Thus, ALMA can benefit from
the use of advanced lower layer features such as from the
use of directional antennas [24].

IV. PERFORMANCE EVALUATION

We evaluate the performance of ALMA and other mul-
ticast protocols by performing extensive simulations with
the GloMosim, a parallel simulation software developed
at UCLA using PARSEC [20]. We have three series of
experiments with distinctive goals.

Series I: Application layer protocol comparison. First,
we first compare ALMA with the state of the art applica-
tion layer multicast protocol, PAST-DM [6] and show that
ALMA performs better in most of the important perfor-
mance metrics. We find that ALMA creates more effi-
cient trees, and avoids local hotspots by keeping the mul-
ticast degree of nodes lower. We trace the improved per-
formance in ALMA to: a) the use of RTT in selecting
paths, which can indirectly avoid congested regions, b)
the quicker reconfiguration capability given the receiver-

driven approach as compared to the centralized one in PAST-

DM.

Series 11: Application layer versus network layer mul-
ticast. We next compare ALMA with an IP Layer multi-
cast scheme ODMRP. The latter has been integrated into
the GloMosim simulator by the team that developed it in
UCLA. These comparisons help us analyze the trade-offs
between choosing an overlay multicast and an IP Layer
network multicast in terms of a set of chosen performance
metrics.

Series I11: Quantifying the effect of protocol param-
eters. We examine the sensitivity of ALMA to various
system parameters. The first observation is that a small
cache can provide significant increase in the reliability of
the protocol. Second, we evaluate the goodness of RTT
as a metric for tree reconfiguration. Initial results suggest
it is quite effective; we study the effects of varying the
reconfiguration thresholds on the performance of ALMA.

The Simulation Environment: We use two different
simulation scenarios in order to include as many cases as
possible. Our first scenario is geared towards long paths,
while the second scenario is the more typically used sce-
nario in the literature.

Scenario 1: The scenario has 120 wireless mobile nodes
in a 1000 meters x 1000 meters region. To introduce
longer distances, we select the radio transmission range
to be 125 meters. Such a relative small range could lead
to network partitions, which would obscure the results. A
way around this is to guarantee a good spread of nodes.
Therefore, we make 81 nodes statically positioned in a 9
x 9 grid. Each node in this grid, is within a single-hop
distance from its neighbors. We allow the other nodes to
roam at certain chosen speeds (different speeds are consid-
ered). We use the random way point model in our exper-
iments. In some of the experiments, we set the minimum
speed to be equal to the maximum speed, i.e., the speed
is constant for all nodes. Our motivation for using this
model was based on recent results that show that with the
random way point model nodes converge to slower speeds
as the simulations progress [25] and our objective was to
isolate the effects of speed on the performance of the mul-
ticast protocols. The pause time is 30 seconds as in other
similar work [5].

Scenario 2: This scenario is the one used in the per-
formance evaluation of ODMRP [5]. In fact, we used this
scenario to establish that our simulator produces the same
results for ODMRP as reported in the evaluation by its cre-
ators. The simulated network consists of 50 mobile nodes
that move in accordance to the random-way-point mobility
model within a 1000 meters x 1000 meters region. The ra-
dio transmission range is 250 meters, which leads to fairly
short distances (approximately 3-4 on average). The mod-
ified random-way-point model as described earlier is used
with a pause time of 30 seconds and the chosen fixed speed
is varied as before.

We assume a raw maximum achievable data rate of 2
Mbps. Each member joins the group at the beginning of
the simulation and remains in the group until the end of the
simulation. Mobility causes reconfigurations and there-
fore, nodes often disconnect from and rejoin the tree. Each
simulation lasts for 1000 seconds of simulated time. We
varied the group size from 5 to 40 and the moving speed
is varied from Om/s to 12m/s. The traffic generated is con-
stant bit rate (CBR) traffic.

Performance Metrics: We use the following perfor-
mance metrics to evaluate ALMA and to compare it with
the other multicast protocols:

Multicast Tree Cost: The total number of the physical
links that make up the logical links in the multicast deliv-



ery tree. This metric represents the goodness of the struc-
ture created by the application layer multicast protocol.

Stress: The stress of a physical link is the number of
identical copies of a multicast packet that need to traverse
the link. This metric quantifies the efficiency of the over-
lay multicast scheme.

Maximum Logical Degree: The logical or multicast de-
gree of a node is equal to the number children plus one
for the parent (if applicable). We consider the maximum
logical degree over all member nodes for a simulation run.

Packet Delivery Ratio: The ratio of the number of pack-
ets actually delivered to the receivers versus the number
of data packets that were actually expected. This metric is
used to quantify the reliability of the multicast protocol.

Goodput: The number of useful bytes (excluding dupli-
cate bytes) received by the application process at a receiver
per unit time. We use this instead of throughput since this
definition is appropriate for comparing protocols with re-
transmissions (if applicable) as we do here.

Performance Analysis: We describe in detail our sim-
ulation results and provide explanations of the observed
behavior.

Tree Cost versus Group Size
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Series I: Application layer multicast protocol com-
parisons: We compare ALMA against the most recent
and arguably the best application layer protocol for ad hoc

Maximum Degree versus Group Size
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networks in terms of performance, PAST-DM. We use the
set-up from scenario 1. The source transmits CBR data at
rate of 1 KBps. For the experiments for which no group
size is specified a default size of 15 group members was
used. For these experiments, we use the random way point
model with a minimum speed of 0 m/s and the maximum
possible speed set to 20 m/s.

ALMA creates a less expensive tree than PAST-DM:
Our protocol can construct a multicast tree with a lower
cost in terms of the physical hop count than PAST-DM.
In Figure 3, we plot the tree cost versus the size of the
group. We attribute the difference to the ‘receiver-driven’
and ‘locally adaptive’ nature of ALMA. Recall that PAST-
DM creates a logical Steiner tree in a somewhat central-
ized way; the decisions at the source affect the creation of
the tree globally. Furthermore, the information between
the members is exchanged using link-state updates and the
source starts the construction of the tree. In ALMA, the re-
configurations are handled by the receivers, and we think
that the local decisions turn out to respond more efficiently
to the effects of mobility.

We varied the rate at which link state updates are sent
in PAST-DM. This did not seem to make much difference.
In Figure 4 we consider a group of size of 25 and vary the
periodicity of link-state updates in PAST-DM. We see that
ALMA performs better than PAST-DM over a wide range
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of considered update frequencies. Note that if we further
reduce the update period, the overhead incurred increases
tremondously since the exchange of link-state information
is expensive.

ALMA creates a tree with fewer bottleneck nodes:
The maximum logical node degree in a tree constructed
by ALMA and the maximum stress observed (among all
the physical links in the tree) are much smaller than that
with PAST-DM (with update period of 20). In Figure 5,
we plot the maximum logical degree versus the group size,
and in Figure 6, the maximum stress versus the group size.
In addition, the variance in the logical degree in ALMA is
much lower than that in PAST-DM, but these results are
not shown here due to space constraints. Consequently,
the possibility of bottlenecks are much lower in ALMA
than in PAST-DM.

We attribute this behavior of the fact that ALMA uses
a dynamic metric, such as RTT, while PAST-DM uses a
static metric such as hop count to estimate the goodness
of a logical link. When nodes choose parents, or decide
to reconfigure, ALMA is actually responding not only to
path length but also to congestion®. Thus, a new node will

4In PAST-DM, the problem of high logical degree is identified and
discussed. Adding a constraint to the number of children that a node
can adopt can improve the performance of PAST-DM, but this could
lead to the need of wider searches for neighbors and thus to higher
overhead. In any case, this option was not further explored in [6].

be less likely to pick a closer but congested node (e.g. due
too many children) for its parent, if it can find another less
congested parent, even if the second candidate parent node
is further away in terms of hop count.

ALMA achieves a much better goodput as compared
to PAST-DM for both TCP and UDP: We plot the good-
put of the two protocols versus the speed of the mobile
nodes in Figure 7. For PAST-DM an update period of 40
seconds was chosen. In the following experiments we set
the maximum speed to be equal to the minimum speed
for the reasons stated earlier. ALMA consistently out-
performs PAST-DM by almost three times in terms of the
achieved goodput. We attribute this large difference to the
cost efficiency of the tree, and the reduced contention that
ALMA provides. When the update period was reduced
to 20 seconds, we find that the performance of PAST-DM
improves a bit. However, ALMA still outperforms PAST-
DM by about 40 % in terms of the packet delivery ratio
and more than twice in terms of goodput.

ALMA and guaranteed reliable packet delivery: Ini-
tially, we thought that using TCP on each logical link would
guarantee the delivery of all packets. However, this is not
true. Packet losses can occur when the child node switches
from its current parent to a new parent, and the new parent
has already forwarded the packets that the new child still
expects.

In Figure 8, we plot the packet delivery ratio versus the
speed of the nodes. In PAST-DM, when a reconfigura-
tion occurs and a node switches from one parent to an-
other, it might lose packets in the process. PAST-DM does
not have any features that enable a node to recover these
lost packets. Furthermore, when a node wishes to join the
group, there is a delay incurred between when it sends a
join message and when the source actually receives the
link-state update from the nodes that receive the join mes-
sage. In the interim, there is no reliable delivery of data to
the new node. Furthermore, the loss of link-state updates
could exacerbate this effect. In ALMA, reliable data de-
livery is not driven by a central directive from the source.
Furthermore, group members cache packets in order to fa-
cilitate reliability during reconfigurations. These features
allow ALMA to perform much better than PAST-DM in
terms of the packet delivery ratio. Clearly, the fact that
ALMA uses caches introduces an unfair advantage, but
our main point here is to quantify the impact of the caching
mechanism. We conclude that caching is a critical com-
ponent in ensuring reliability in ALMA; we examine the
sensitivity of ALMA’s performance to the size of the cache
later.

In conclusion, these experiments show that ALMA per-
forms better than PAST-DM in terms of the metrics cho-



sen. In [6], the authors argue that PAST-DM performs bet-
ter than AMRoute [8], which is also an application layer
multicast protocol. Furthermore, ALMA here has not been
carefully optimized: we have identified a number of func-
tions and parameters that could help improve the perfor-
mance. Some of these parameters we examine later in this
section.
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Series 1l: ALMA performs favorably as compared
with ODMRP: We compare the performance of applica-
tion layer multicasting with that of a network layer mul-
ticast protocol. Naturally, we pick the two most promis-
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ing protocols in each class: ALMA and ODMRP; the lat-
ter was shown to have a very competitive performance as
compared with other network layer multicast protocols for
ad hoc networks [5].

For fairness, we restrict our studies to unreliable data
delivery and we use UDP for the logical links in ALMA.
ODMRP does not support guaranteed packet delivery like
most known network layer multicast protocols for ad hoc
networks. We stress that it is an advantage of ALMA that
it can exploit the reliability of TCP. In this series, UDP is
used in all of the following experiments with the set-up of
Scenario 2. We compare the performance of ALMA and
ODMRP in terms of the packet delivery ratio and good-
put. The results are shown in the figures from Figure 9 to
Figure 12.

For moderate group sizes, ALMA exhibits excellent
goodput compared to ODMRP. A key parameter here is
the group density of the multicast group which is the per-
centage of nodes that are multicast group members®. In
Figure 9, we plot the packet delivery ratio versus the speed
and observe that for a modest group size with 20% group
density (group size of 10), ALMA outperforms ODMRP
by about 15 %. We attribute this to the ability of ALMA to
avoid nodes that are highly congested by suitably recon-
figuring the tree when the observed RTTs become large.
ODMRP on the other hand, attempts to minimize the hop-
count from the source to each receiver. This can cause
congestion at certain bottleneck nodes that happen to be
on the shortest path towards the source. We note a similar
behavior when we plot the goodput versus the speed (Fig-
ure 11). ALMA outperforms ODMRP by about 20 % for
this group size.

ALMA compares favorably with ODMRP for large
group sizes: Next we repeat the experiments with a large
group size (20 nodes). This corresponds to a group density

5We consider multicast groups of size 10, 20 and 30 which corre-
spond to group density (ratio of the number of multicast group mem-
bers to the total number of nodes in the network) of 20%, 40%, 60%



of 40 %. We observe from Figure 10 that ALMA performs
favorably with ODMRP. The performance for low mobil-
ities is almost identical. The performance of ALMA de-
grades much more rapidly than ODMRP with group size
since the number of multicast copies that traverse a single
physical link now increases i.e., the stress increases. This
in turn, increases congestion and causes the performance
to degrade. Furthermore, with mobility, the performance
worsens due to an increased frequency of reconfigurations
which causes an increased number of control packets as
well. However, in spite of these effects, the performance
of ALMA is only worse than ODMRP by about 5 % when
the data rate is 2 Kbps in terms of the packet delivery ratio.
The goodput for ALMA and ODMRP are almost identical
over the range of speeds considered. The result is not pre-
sented here due to space limitations.

Effects of Extremely Large Group Sizes: Our simu-
lation results show a further degradation of ALMA per-
formance as we increase the group size further (a group
density of 60 % was considered). ODMRP on the other
hand continued to perform well (packet delivery ratio of
about 80 %). With a 2 Kbps source rate, ODMRP outper-
formed ALMA by about 18 % when a speed of 6 m/s was
considered. The reasons for this degradation in the perfor-
mance of ALMA were again due to an increased number
of copies of multicast packets. Note however, that with
these extremely large group sizes the multicasting to the
group approaches the function of achieving a broadcast.
Clearly, ODMREP is still a very good protocol under these
scenarios. We plot the goodput achieved by ODMRP and
ALMA versus the group size in Figure 12. We see that
ALMA outperforms ODMRP if the group densityis be-
low 46 % (group size of approximately 23). Beyond this,
ODMRP outperforms ALMA. In the scenario in Figure
12, all nodes move in accordance to the mobility model
described earlier with a speed of 6 m/s.

In conclusion, we believe that ALMA performs well
even when compared with ODMRP, one of the best net-
work layer protocols. It is a viable candidate for deploy-
ment given that it is simple to deploy, can exploit the abil-
ity of the transport layer in terms of providing reliability,
and can be made secure with relatively simpler mecha-
nisms. It even performs very well, unless the group mem-
bership becomes extremely large. In such cases, a network
layer protocol, in particular ODMRP seems to be a apt
choice, if the performance in terms of goodput or packet
delivery ratio is the only metric of interest.

Series I11: Sensitivity of ALMA to System Parame-
ters: In these set of experiments, we examine the sensitiv-
ity of ALMA to various system parameters that have been
chosen; specifically, we look at the quantum of multicast
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packets that a member has to cache/store at any given time
S0 as to support seamless reconfigurations. We also inves-
tigate the appropriateness of using increases in RTT as an
index to represent the need for reconfiguration.

Cache Size: The packet delivery ratio of ALMA can be
improved, if members cache the multicast packets. Upon
reconfiguration, a child node might find that the new par-
ent is ahead in terms of the multicast data transmission
schedule as compared to the old parent. With a cache, the
new parent can retransmit past packets to the new child.
In absence of such cached packets, the child would be
forced to maintain the long inefficient connection to the
old parent. Clearly, the efficiency of the reconfiguration
may be improved if the new parent were to already have
these packets in its cache. We want to quantify the effects
of varying the size of the cache on ALMA’s performance.

We use a random way point model with a maximum
speed of 20 m/s to simulate mobility. The simulation re-
sults are shown in Figure 13. When the source transmits at
a low data rate (1 Kbps), with a cache of 40KB, the frac-
tion of the packets that can be recovered from the cache
upon reconfiguration is as much as 70 %. However if the
source were to increase its data rate (4 Kbps), the average
number of missed packets tends to increase. Note that,
for a fixed reconfiguration time, as the data rate increases,
the number of missed packets during a reconfiguration in-
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creases. Now, in order to ensure that 70 % of the missed
packets may be available in the new parent’s cache, the
cache size has to be increased to about 90 KB. Thus, de-
pending upon the data rate of the multicast session and the
mobility, we need to choose the cache size appropriately
for a desired level of performance.

RTT as a reasonable measure for reconfigurations:
We evaluate the suitability of the use of the round trip time
(RTT) to determine the quality of the path from a node to
its parent. In ALMA, members have to rely on end-to-end
measurements of the round trip time (RTT) to determine
the quality of the path to one’s parent. Each member mea-
sures the RTT experienced by the connection between it-
self and a candidate new parent when it perceives a need to
reconfigure, as described earlier. In order to do so, it polls
the new candidate parent for a short period of time and es-
timates the average RTT experienced (we simply use the
pi ng function to perform this).

Our simulation results show that the RTT, thus obtained,
is stable as compared to the RTT experienced at the trans-
port layer and can reflect the application to application
performance. Figure 14 shows the observed RTT (at the
application layer) of 5 separate static unicast TCP connec-
tions of different hop counts. The source polls the desti-
nation every second. Without contention or mobility, the
RTT increases linearly with the hop count.

We want examine the sensitivity of the RTT to logical
degree, which is a contributing factor to local congestion.
In Figure 15, we plot the mean RTT observed versus the
logical degree of a node. To get interpretable results, we
keep the hop count between the source and the destination
fixed at 2 hops and the nodes static so as to eliminate the
fluctuations due to hop count changes. We observe that at
light loads (1 Kbps, 2 Kbps), for a fixed hop count, the
RTT is insensitive to changes in logical degree. However,
the higher load (4 Kbps) increases the inherent local con-
gestion, and we observe that the RTT increases at higher

logical degrees. Thus, at these loads, if a node has a large
number of children, changing its parent is not going to
help in terms of reducing its observed RTT. Thus, with
ALMA we impose a restriction on the number of children
that a parent can adopt (to 4).

V. CONCLUSIONS

In this paper, we investigate the benefits of using appli-
cation layer or overlay multicasting in ad hoc networks.
We propose the Application Layer Multicast Algorithm
(ALMA) and show that it is arguably the best application
layer protocol in terms of most of the metrics that we con-
sider in ad hoc networks. We also show that it performs
favorably as compared with ODMRP which is, in turn, ar-
guably one of the best network layer multicast protocols
in ad hoc networks.

ALMA is based on constructing a logical tree in the ad
hoc network. It is decentralized and is receiver driven. It
has mechanisms that facilitate the reconfiguration of the
logical tree in scenarios of mobility or congestion. These
features especially benefit ALMA in terms of performance.
In addition, ALMA offers all the benefits of an application
layer multicast protocol i.e., simplicity of deployment, in-
dependence from lower layer protocols and an ability to
exploit features that are available at lower layers such as
reliability from TCP.

We perform extensive simulations to evaluate ALMA
and to compare it with the best application layer multicast
protocol for ad hoc networks, PAST-DM and ODMRP. We
show that ALMA performs better than PAST-DM in terms
of most of the metrics considered. We also show that in
terms of UDP performance, ALMA performs favorably as
compared with ODMRP for moderately sized or reason-
ably large multicast groups. However, beyond a certain
group size, due to an increase in the number of multicast
data copies injected into the network, the performance of
ALMA degrades and is worse than ODMRP. We conclude
that ALMA, and in general application layer multicast, is
a viable choice for multicasting in ad hoc networks if the
application needs reliability or any other special require-
ments. Furthermore, it is a good choice if the group size
is small even for unreliable multicast of UDP data.
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