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Abstract—We find that current group communications proto-  protocols for achieving the same purpose have been widely
cols are far from “one size fits all’, they are typically geared explored [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. Recent
towards and optimized for particular scenarios. Multicasting, in surveys on these protocols appear in [14] and [15].
general, works well if the density of group members is sparse Tvoicall foup communications protocols are classified
and in low mobility; broadcasting, in contrast, works well with yp' y group ’ P T
a high density of group members and in high mobility. Due to iNto either broadcast or multicast protocols. Traditionally a
the dynamics of the network, one strategy may be preferable to broadcast protocol is typically thought of as a method that
the other at different times and in different localized regions. In  disseminates data to the entire network while a multicast
this paper, we first quantify the trade-offs between broadcasting protocol targets only a subset of nodes that are called group

and multicasting and evaluate the suitability of a strategy in L -
various scenarios of deployment. Based on the lessons Iearned,members' A second distinguishing feature between broadcast

we design a protocol that adapts in response to the dynamics @nd multicast protocols (a feature that is of importance in this
of the network. We named our protocol Fireworks. Fireworks work) is that while multicast protocols create and maintain
is a hybrid two-tier multicast/broadcast protocol that provides some sort of a data dissemination structure (such as a tree or

efficient and lightweight multicast dissemination and self-adapts 5 mesh), broadcast protocols do not; they typically are derived
in response to variations in the density and distribution of from the' simple flooding strategy ’

group members to provide efficient performance. Fireworks - X )
creates pockets of broadcast distribution in areas with many ~ We find that typical multicast protocols are far from
members, while it creates and maintains a multicast backbone to “one size fits all”, i.e., they are typically geared towards
interconnect these dense pockets. Fireworks offers packet delivery and optimized for particular scenarios. Therefore, when they
statistics comparable to that of a pure multicast scheme but 5.6 geployed in different scenarios, their performance may
with significantly lower overheads. We also show that Fireworks o .
has a lower level of degrading influence on the performance of vary significantly. Furthgrmore, .they may incur unreasqnable
coexisting unicast sessions than either traditional multicast or @mounts of overheads in certain scenarios. The creation and
broadcast methods. maintenance of the multicast structure could be heavyweight
as their operations require control messages to be exchanged

among the constituent nodes in the network. As one might

KEYWORDS expect, in cases of high mobility wherein the constructed

Group communications, Ad hoc networks, Multicast, Broadnulticast structure tends to stale fairly quickly, there is a

cast need for the periodic invocation of control messages with high
frequency.

Broadcasting provides several intrinsic advantages. First it
does not require the creation of any delivery structure. Second,

Group communications is an essential component in mob{igere is an inherent redundancy in broadcasting due to multiple
ad hoc networks (MANETS). Its use is not only limited tGeproadcasters. This redundancy provides extra robustness in
typical ad hoc network applications such as tactical deploypnditions of mobility. Therefore, broadcasting is preferable
ments, electronic classrooms or disaster recovery missiofst, use in the scenarios with many group members or in high
but it is also an indispensable component for disseminatifgobility. On the negative side, broadcasting would attempt to
control information in many ad hoc routing protocols. Due tgeliver the packet to all the nodes in the network regardless of
the importance of group communications in MANETS, manyho the intended recipients are. This property of broadcasting
. . . o leads to many redundant data transmissions and renders it an
*This paper is an extended version of the combination of papers [1], [2] and suitable choice in scenarios with a small number of group
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I. INTRODUCTION



is to comprehensively understand and quantify these trade-offeotocols in isolation. In section 1V, we provide a detailed
Towards this, we choose a candidate protocol from each cladsscription of our proposed protocol, Fireworks. In section
the On-Demand Multicast Routing Protocol (ODMRP) [4] folv, we present our performance evaluations of Fireworks and
multicast and the Scalable Broadcast Algorithm (SBA) [16]iscuss the observations. We discuss related work in section
for broadcast. The reason for choosing these two protocolsvis Finally, we conclude the paper in section VII.
that they have been shown to outperform most other protocols
in theil’ I’eSpeCtive Classes [17], [18] In general, our reSUltS || DESCR|PT|ON OF THE CHOSEN MULTICAST AND
suggest that while multicasting seems to be the preferable BROADCAST PROTOCOLS
choice in scenarios of low to moderate mobility and when the . . . . .

In this section, we provide an overview of the candidate

group size is small (less than 40% of the nodes are group .
members), broadcasting appears to be the winner in hi Iticast and .broadcast protocols that we havg been chosen
r our evaluation. As mentioned earlier, our choice was based

bilit d if th ize is relatively | th .
mobility and if the group size is relatively large (more aon prior efforts [17], [18] that demonstrate that these protocols

40% of the nodes are group members). . . .
Armed with this understanding of the trade-offs betV\Ie(_}(ﬁutperform most of their competitors protocols in terms of
&errformance.

broadcasting and multicasting, our second goal in this pa
is to design an adaptive group communications protocol for
MANETS. The key idea in designing the new protocol, whiclA. On-Demand Multicast Routing Protocol (ODMRP)

we call Firevyorks (for reasons to be detailed Iate_r), is thgt it ODMRP [4] is a mesh based multicast protocol. When
may be desirable to simply perform broadcasts in localized yticast source has a packet to send and the multicast
regimes of the network in which there is a dense clusteringon members are yet to be identified, it floods a Join Query
of multlca§t group mem_bers. Co_nstructmg a_nd ma|r_1ta|n|ngnquessage in the network. The Join Query message is also
structure in these localized regimes may simply yield nege iqgically flooded to refresh group membership information

ligible dividends over this approach and furthermore, at g, update routes as long as the source still has packets

significant overhead cost. _ _ to send. When a node receives a Join Query message, it
Simply put, Fireworks is an adaptive, multicast/broadcagiyres thesource id and sequence numbendicated in the
protocol that exploits group members affinity to simplifyoqqage in its message cache; duplicate receptions of the same
multicast routing and invoke broadcast operations in apprgs;,, Query are discarded. If the message received is not a
priate localized regimes. By reducing the number of grOLEﬂJpIicate instance of a previous message and if the Time-
members that participate in the construction of the multicagf i e (TTL) value indicated in the message is greater than
structure and by providing robustness to mobility by perfortygq *he recipient node rebroadcasts the Join Query. When
ing broadcasts in densely clustered local regions, Firewor, Join Query reaches a multicast receiver, it creates a Join

achieves packet delivery statistics that are comparable to tﬂ%tply message and broadcasts it to its neighbors. When a node

with a pure multicast protocol but with significantly lower.ocaives a Join Reply, it checks if it is identified to be the

overheads. We compare the performance of Fireworks Wi« hop entry. If it is, the node is a forwarding node and the

the performance of a fairly exhaustive set of group comgnyarding group flag is set. It then rebroadcasts its own Join

munications protocols; in particular, we use Multicast Adzgny Finally, the Join Reply reaches the multicast source and
hoc On-demand Distance Vector (MAODV) [19], Hierarchicalq o tes are established. From then on, until information is

Differential Destination Multicast (HDDM) [20], ODMRP further updated, a node will forward the packet only if it is in

and SBA in our comparison studies. Fireworks outperforme fonwarding group. In contrast with traditional tree-based
the protocols considered in our studles.. Inparticular, oftyiocols, this mesh-based protocol can potentially construct
performance evaluations demonstrate that: multiple routes from the source to each of the group members.

(a) Fireworks strikes the balance between packet delivefy,s ODMRP can tolerate mobility much better than most of
performance and overhead with various group sizes apgd counterparts (as identified in [17]).

mobility.
(b) Fireworks can withstand an increased amount of traffic ]
load better by providing a higher packet delivery rati®: Scalable Broadcast Algorithm (SBA)
with lower overhead. SBA [16] is an intelligent broadcast protocol in the sense
(c) Fireworks incurs lower overhead in scenarios with clughat it considerably reduces the number of rebroadcasts as
tered motion, while maintaining a very good packetompared with flooding. Furthermore, it has been shown in
delivery performance. previous work [18] that SBA outperforms most of the other
In addition, Fireworks also produces lower levels of interoadcast schemes such as the counter-based scheme and the
ference on coexisting unicast sessions when compared to bottation-based scheme. It reduces the effects of a broadcast
ODMRP and SBA. storm [21] by using a simple technique that we discuss below
The rest of the paper is organized as follows: In section ih brief. SBA incorporates the exchange of periodic Hello
we provide brief overviews of our chosen protocols, ODMRRessages between neighbors to enable the acquisition of local
and SBA. Then, in section lll, we present an evaluation afeighborhood information by each node. Each Hello message
the trade-offs between broadcasting and multicasting unaemntains a list of the one-hop neighbors of the broadcasting
various considered scenarios by running each of the chosere and thus, finally, every node in the network will have its



two-hop neighborhood information. The collected neighbor- We compare the candidate protocols in terms of the achieved
hood information is used to decide whether or not a receivedcket delivery ratio and the incurred overhead. When we
data packet should be rebroadcasted. The decision is magamine the incurred overhead, we explicitly compare the
by determining, by means of the neighborhood informaticzontrol overheads due to the transmissions gfrotocol-
table, if there exists any node that is not covered by previospecificcontrol packets (expended in order to either construct
broadcasts. If all the neighbors of the node are already coveredmaintain a structure with the multicast approach and for the
the node will not rebroadcast the packet; otherwise the noHello messages in broadcast approach [4], [18})varding
will schedule a time to rebroadcast the packet based on theerheads(due to redundant DATA packet transmissions) are
number of neighbors that it has. The higher the number afso accounted for.
neighbors, the sooner the node will rebroadcast the packetObservations and interpretations. We present the results
This would therefore make nodes with higher degrees broaxf-our simulations experiments in Fig. 1 and Fig. 2. Fig. 1
cast earlier than lower degree nodes. Thus, this can potentiagpicts the comparison of the packet delivery ratio observed
enable the coverage of a large fraction of nodes with relativeljith the two protocols with varying node densities, group
few broadcasts. sizes and node mobilities. Fig. 2 depicts the comparison of
overhead observed with the two protocols under varying node
densities and group sizes with a node mobility of 10m/s. To
aid comparison, we present the results in terms ofré¢tegive
performance of ODMRP to SBA rather than presenting their

As discussed in section I, one can envision that tradeespective raw results.
offs exist between the use of broadcasting and multicastingAs seen in Fig. 1, SBA has a higher packet delivery ratio (by
for group communications in MANETs. Depending on thabout 1-8%) than ODMRP in all of the considered scenarios.
scenario under consideration, one strategy may be preferaébte higher packet delivery ratio of SBA is due to the inherent
to the other. In this section, we perform extensive simulaedundant rebroadcasts, which help SBA achieve a higher
tions using ns-2 [22] simulator and consider a fairly largpacket delivery ratio. However, one can also see (in Fig. 2(c))
set of scenarios to evaluate and understand the trade-offiat SBA, in scenarios with small group sizes (for group sizes
From an intuitive standpoint, these studies are motivated frdmlow 40%), generates a much higher overhead than that of
the observation that the construction and maintenance oD®MRP. Specifically, when the group size is 10%, ODMRP
multicast structure could in fact be overhead intensive and miagurs only around 60% overhead of that with SBA. The
not provide any benefits as compared to simple broadcastitigher overhead of SBA in scenarios with small group sizes
in certain scenarios. Specifically, we address the followirig mainly due to the high data forwarding overhead (see Fig.
question with regard to the suitability of using broadcast @(b)) since SBA attempts to deliver data packets to the entire
multicast in various group communications scenarios: Witletwork regardless of the group size and potentially performs
what conditions is broadcasting favorable (in terms of packeifore rebroadcasts than what is needed in order to reach only
delivery ratio, control overhead and forwarding overhead) the group members. Even though this broadcast redundancy
multicasting and vice versa? provides SBA with a higher packet delivery ratio, its excessive
overhead also renders it an unsuitable choice when the group
membership size of the network is smalhese observations
suggest that for small group membership sizes <(40%

As mentioned earlier, the candidate protocols under coof nodes are group members), ODMRP (or in general
sideration are ODMRP and SBA. To evaluate the protocaisulticast) is preferable.
we consider a250m x 1250m simulation area. Each node’s When the group membership size is large (for group sizes
transmission range i850m. Nodes move as per the randomabove 40%), ODMRP incurs a much higher overhead than
waypoint model with constant speed and zero pause time utiidt with SBA (see Fig. 2(c)). Specifically, when the group
a total of 100 simulation seconds have elapsed. The firsite is 100%, ODMRP incurs 20% more overhead than that
results are obtained by averaging the values measured owéh SBA. This is because when the number of multicast group
30 simulation runs, with different seeds. The parameters thiateivers increases, a higher number of Join-Reply messages
we vary include (a) multicast group size, (b) node density argle sent by ODMRP and thus, a higher number of forwarding
(c) node mobility. By varying these parameters, we construsbdes are set up. This creates additional redundant routes
a large set of scenarios. from the source to most of the destinations. This causes the

We define the multicast group size to be the ratio averheads generated by ODMRP to be much higher than that
the number of receivers to the total number of nodes. &f SBA. In contrast to ODMRP, SBA tries to disseminate
the simulations, we use six different group sizes that rangee data packets to spawn the entire network with as few
from 10% to 100%. The multicast group members are pickedbroadcasts as possible. By thus, quelling unnecessary re-
randomly from among the nodes in the network. The nodeoadcasts, the overhead is significantly redudée above
density is varied by varying the number of nodes from 50 tabservation suggests that for large group sizes>40% of
a maximum of 100. We use three differecinstantspeeds nodes are group members), SBA (or in general, broadcast)
(5m/s, 10m/s and 15m/s) of nodes. The packet size is Sit2preferable.
bytes. We also observe in Fig. 1 thamcreasing node mobility

Il1. EVALUATING THE USE OF BROADCASTING AND
MULTICASTING IN MANETS

A. Trade-offs between broadcasting and multicasting
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Fig. 1. Relative packet delivery ratio of ODMRP and SBA under different node densities(by increasing the # of nodes), group sizes and node mobility.
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Fig. 2. Relative overheads of ODMRP and SBA under different node densities(by increasing the # of nodes) and group sizes.

Comparing the total overhead

Effects of data packet sizeAs we see in Fig. 2, the relative

overhead is dominated by the forwarding overhead. In order
to gain a better understanding on the effects of data packet
—s5— group size=20% . size on the tradeoffs between ODMRP and SBA, we conduct
B> - - group size=10% . . . . . .
e S|_mula_t|ons with the same s_lmulatlon s_ettlngs_ as above but
Packet size (bytes) with different data packet sizes. The simulation results are
shown in Fig. 3. When the data packet size decreases, the
Telative total overhead of ODMRP as compared to that of SBA
increases. This is due to the fact that in these scenarios, the
advantage of having small overheads with SBA becomes more
pronounced. Under the extreme cases where the data packet
hurts ODMRP performance significantly, especially if the size is very small (say, 16-64 bytes), SBA may be further
group membership size is small The node mobility is attractive for use when the multicast group membership size
increased from 5m/s for experiments whose results are shownthe network is 20-30%. However, one might expect that
in Fig. 1(a) to 10m/s for those in Fig. 1(b) and to 15m/# typical scenarios, the size of the data packets is likely
for those in Fig. 1(c). When the node mobility increases, the be larger than the size of the control packets. Therefore,
packet delivery performance of ODMRP gradually degradege tradeoffs between broadcasting and multicasting that were

especially when the group size is small. This is because thieserved with our previous set of studies (40% threshold) still
multicast structure stales faster with higher node mobilityiold in general.

In effect, this reduces the delivery of the right packets to

the correct destinations. This is especially the case when thén summary, our results suggest that there is no clear winner
group size is small since there are fewer forwarding nodbstween the two schemes considered and that the scenario
meaning that there exist fewer redundant routes. SBA, on tmay in fact dictate the choice of multicast or broadcast. Our

other hand, is relatively unaffected since the number of nodstsidies suggest that in general, broadcasting is preferable in
that rebroadcast the packet is relatively unchanged with battenarios wherein a large fraction of the nodes are group
mobility and with the multicast group size. members $40% nodes are group members) and in high
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Fig. 3. The effects of data packet size on the relative total overhead betw
ODMRP and SBA.



A. High level description

Fireworks, as its name implies, formgimworks-liké group
communications structure for data packet delivery. Specifi-
5 cally, it constructs a 2-tier hierarchical structure (see Fig.

4) where theupper tieris formed by a multicast source (S
N\ Upertiermuiicastsiuctie iy Fig 4y and cohort leaders (A-E in Fig. 4) that represent
¢ Cohortregion groups of multicast members that form cahort and the
lower tier consists of the members in a cohort. Since each
Fig. 4. Fireworks 2-tier multicast hierarchy structure cohort demonstrates a high density of group members, a
cohort leader simply invokes an adaptive localized broadcast
within its cohort to disseminate multicast packets received

mobility. On the other hand, multicasting is preferable if th]érom the source. This would reduce the consumed overhead

o While ensuring efficient data delivery as discussed in section
group membership is sparse40% node are group members
and with low to moderate mobility. These are the features that
we try to incorporate in our proposed new adaptive group o
Fireworks employs a set of data structures and comprises
of multiple protocol states that we define these below. These
definitions are used throughout later when we detail protocol

@ Group source

Cohort leader
®  Group member

Ordinary node

operations.
IV. FIREWORKS AN ADAPTIVE GROUP COMMUNICATIONS 1) Role(role). Each group member in Fireworks hasdde: it
PROTOCOL could either be in a transient mode wherein i9GINING the

session, could be a cohdtEADER or could simply be the
CHILD of a cohort leader.
2) MGroup (mg). This state variable, maintained by each group

The design of Fireworks is mainly motivated by two high member, indicates the current multicast group of the group
member.

Ievel observations from our StUd_'eS_ @scussed earlier. First, & Leader(ldr). This variable maintains the address of the cohort
simple broadcast scheme can significantly reduce the control * |eader with which the group member is affiliated (if the group
overhead in scenarios wherein the density of group members member is a child). If the group member is a cohort leader
is high. Second, many current protocols cannot adapt to local itself, this value is set to NULL. _ o
variations in network properties. Most of these protocols have®) Distanced). The distance to the cohort leader is maintained
tai loballv pre-defined. parameters that cannot be adiusted by this state variable. If the group member is a cohort leader
static, 90 a y_p = ! T P . S o Ju? itself, this value could simply set to a very high value (i.e.
dynamically within localized regimes. Our objective then is infinity).
to design a new protocol that (a) exploits the advantages5) Cohesiveness). This is a state variable that maintains the
of broadcasting in high densities and (b) provides localized  affinity of group members within a nodeks-hop’ radius; it
flexibility in response to changing network conditions. ?e:‘:iﬁ?dp:tse-d as follows: The cohesiveness of a node; sy
ci= Y (k- distance;n +1) 1)

\V/’ILEN;C

Fireworks dynamically identifies and organizes the group
members intaohortswhich correspond to areas of high group
member affinity. In each of these “dense” neighborhoods, one
of the group members is selected to beohort leader Cohort where N* is the set of group members that are withirk-a
leaders have two main functions: (a) they establish a sparse hop radius from nodeé; the distance;,, is the hop distance
multicast structure among themselves and the source, and (b) from nodei to noden. The higher the number and the closer

they use broadcasting (with adaptive scope) to deliver the the group members in its proximity, the greater will be the
cohesiveness of a node.

packets to other group members in their cohort. 6) Join Group Table (JGTable). This table, maintained at
The advantages of this approach are the high adaptability ~each node, maintains information with regard to J@&NING
to local properties leading to significantly reduced overheads. ~ 9roup members and the existing cohort leaders that are nearby.

L . . ] . Each entry in the table contains tlagldress mcast-address
This is achieved for the following three reasons: (a) Fireworks role, distanceand cohesivenesss it pertains to the nearby

reduces the number of group members that participate in the  group member or cohort leader. The information maintained
formation and maintenance of the multicast structure (since in this table is obtained by means of the ADVERTISE and the
only cohort leaders are involved in the process) and in turn  LEADER messages (to be discussed in section IV-C)..
lowers the control overhead, (b) the use of broadcasting in?) Cohort Member Table (C'A/Table). This table is maintained

) . . - - only by cohort leaders. It contains information with regard
the member-intensive cohort region maximizes the “wireless
broadcast advantage”[23], (c) the local broadcasts are resisSThe transmission of data packets from the source to cohort leaders is
tant to changes in the local neighborhood due to mobilitgpalogous to emission of firework shells to some predefined spots in the sky;
and (d) constraining the broadcast to local neighborhoodstﬁ? broadcast of data packets by each leader in the cohort is analogous to the

T explosion of the fireworks at the predefined spots.

dense member affinity limits data redundancy overhead due t k is a system parameter. We consider the case vikhen2 since it gives
broadcasts. the optimal trade-offs between performance and overhead.



The cohesiveness metric v.s. the node degree metric

1) Role Determination of group members: The deter-
mination of the role of a group member is composed of two
phases:

1) Discovery Phase In this phase, the joining node discovers
the other joining group members and cohort leaders in its

Packet delivery ratio

0051| O Conesivence-soms vicinity. When a node decides to join a multicast group, it
—_ﬁ_—gggf:;[esms%m/s enters this phase and advertises its presence td-isp

0941 . _O-. Degree-10mis neighborhood by broadcasting an ADVERTISE message. The

o105 LA Degree-15mis ADVERTISE message has a scope /ofhops and contains

10 20 30 40 50 60 70 80 90
Number of group receivers

the address mcast-addresshopcountand cohesivenessf the
node. Upon the reception of a unigue ADVERTISE message,

Fig. 5. Comparing two clustering metrics: cohesiveness and node degree nodes update thedGTableas per the contents in the message.
After this phase, each joining node would have obtained the

k-hop local topology information in theidGTables (in the
absence of packet losses). This information is used (if needed)
in the decision phase (to be discussed) to determine the cohort
leaders. Packet losses can result in a reduction in the accuracy
of the topology information. However, our studies show that
! - due to the inherent redundancy provided by broadcasting, such
via the reception of CHILD messages that are sent out by |ogges are rare and have negligible effects on the performance
each cohort member. of Fireworks. This phase may be triggered again when the
Remark 1 The aforementionedohesivenesss used as connection to the cohort leader is lost.
the primary clustering metric for Fireworks since it helps 2) !?ﬁfissik?guzhiziégéhii %Zastﬁle tgghjgritnilr\egaggrd?o?ei;;:?ines
Flrewprks form cohorts Wlth_hlgher group memiadfinity and Ineighborhood. If after the discovery phase, if a joining Fr)1ode
stability that cannot be provided by the other commonly used  cannot still find any cohort leader in its vicinity, it will enter
clustering metrics such as the ID-based [24] and the degree- this phas& If the cohesiveness value of a node is the highest
based clustering metrics [25]. With cohesiveness defined in as compared to itd-hop neighbors, it will elect itself as a
this way, Fireworks not only can form cohorts with a large E(I)ETSEISad%r t<§1nd ('jserv? a CSEX%EIIt?then changesc:IB_ to i
number of group members but also ensures that the group address macnast-;g?jrgssioshisivenesandTngspii%iI(':I'ohnea'll'r']llﬂg "
members are as close to the cohort leader as possible. This yajue of this message is set koso as to notify the node’-
characteristic allows the formation of cohorts that maximizes  hop neighbors of the presence of a new cohort I¢adéwdes
the wireless broadcast advantage. Since group members are that are within the broadcast scope of the LEADER message
more concentrated around their respective cohort leader, group Update theidGTableto reflect the contents of the message.
members are expected to stay longer within their respectiveDuring these phases, a joining node may receive several
cohort and thereby increase the stability of the cohort. T&EADER messages. If this is the case, the joining node will
justify the above claim, we perform a simple experiment tpick the best cohort leader to join (The best cohort leader is
compare the metric with other clustering metrics. Since thie one that has the shortest distance and highest cohesive-
use of the ID-based clustering metric does not aim to createss; further ties are broken by selecting the one with the
dense clusters, we only compare our cohesiveness metric withhest nodelD) by unicasting a CHILD message containing
the node degree clustering metric (as in [25]). With the nodiis address mcast-addresandhopcountto the selected cohort
degree clustering metric, the group members that have teader to notify the cohort leader of its intention to join the
highest number of group members in thieihop neighborhood cohort. The cohort leader would then update @MTable
become candidates of cohort leader. In the experiment, thecordingly.
simulation area is 1250m1250m and the number of nodes is Note that if a joining node is unable to find any cohort leader
100. We vary the group size from 10% to 90% and the mobiliiy its vicinity and based on the above criteria is unable to elect
from 5m/s to 15m/s. All nodes are randomly distributed aritself as a cohort leader, it will invoke additional instances
they move according to the Random Waypoint model. Fig.& the discovery and the decision phases. Consequently, after
compares the packet delivery ratio of Fireworks with the twihe completion of the above phases, a joining nodest
different clustering metrics. We see that in all of the considereither become a cohort leader or a child of a cohort leader.
scenarios, using the cohesiveness as the clustering metric givesm then on, each cohort formed becomes a single routing
us a better packet delivery ratio than when using the nodatity as represented by its cohort leader. Only the relatively
degree as the clustering metric. small number of cohort leaders will then participate in the
construction and maintenance of the multicast structure. This
role determination procedure is sufficient for a node to join
the multicast group no matter the state of the network (either
The construction of oufireworks-likestructure consists of
three steps: (1) The determination of roles by group membersiyote that the first decision phase (during initialization) is started after at
(2) the creation of the upper tier multicast structure, and (3) thest two ADVERTISE messages have been sent. This is due to the fact that

employment of adaptive broadcast in the lower tier muIticag'F first ADVERTISE message initially has a_cohe_siveness value of zero since,
in the beginning, nodes are unaware of their neighborhoods.

structure (|-e- within a COhOI‘t). These steps are describe As discussed later, the distribution scope of the subsequence LEADER
below: messages could be dynamically adjusted.

to all the group members of the cohort (called children or
cohort members) that are associated with the cohort leader.
Each entry in the table contains tlaeldress mcast-address
and thedistanceof each child. The information is obtained

C. Construction of the Fireworks multicast structure



a multicast structure is in the initialization state or is alreadyecision phase as described in section IV-C.1. If the joining
constructed). node has cohort leaders in fshop vicinity, it would possibly

In the scenarios where all the multicast group members aseeive LEADER messages before entering the decision phase.
isolated, Fireworks is reduced to a pure multicast scheme.lfrthis is the case, the joining node will simply pick the best
this case, Fireworks would incur a slightly higher control ovecohort leader to join (become a child of a cohort leader) as
head than a pure multicast scheme due to the transmissidascribed in section IV-C.1. If the joining node has no cohort
of the ADVERTISE messages. However, the size and numbeader present in its vicinity and its cohesiveness is the highest
of these messages is small (16 bytes); only 2 ADVERTIS& compared to it&-hop neighbors, it will become a cohort
messages are sent for each group member. Thus, the elaealer and serve a cohort.
overhead incurred is not significant.

2) Creation_ of upper tier multiqast structure_: To enable E. Leaving a multicast group
the construction of the upper tier of the Fireworks multi- ) .
cast structure, the multicast source periodically broadcasts £70UP members could leave a multicast group at anytime.
SOURCE-QUERY message containingdidressandmcast- A 9roup member that has thele of CHILD simply stops
group to the network. Intermediate nodes forward uniqugnlcastmg the CH_ILD_ message to its cohort leader. Flrewqus
SOURCE-QUERY messages further and set up pointers bagk_based on maintaining soft-state and after a prgdeflned
ward towards the source. When a cohort leader receives HfBeout, entries are purged from the tables listed earlier.
SOURCE-QUERY message, it unicasts a SOURCE-REPLYWhe” a cohort Ieadgr QeC|des to leave the multicast group,
message back to the source via the route established yiMPly stops transmitting the LEADER message. Cohort
the aforementioned backward pointers. The nodes along fREMPErs, upon discovering the absence of a leader, will first
unicast path towards the source become the forwarding nodf¥di® auickly rejoin another cohort by looking for other leaders
for the group and are identified by theo{irce, mcast-grogp " t_hglr JGTable If no cohort Ie_ader_ls present in a member’s
attribute pair. From then on, data packets are multicast frofffinity, the cohort member will switch itsole to JOINING
the source to the cohort leaders via a tree constructed #)d invoke the discovery and decision phases to find another

coalescing the constructed reverse unicast paths. Note that §80rt or to become a cohort leader as described in section

is not a source tree. Forwarding nodes, upon the receipt 1¥47C. 1.
SOURCE-REPLY from more than one cohort leader, conclude
that they are the root of a multicast sub-tree and forwarl Maintaining the multicast structure

packets to Fhe|r multiple ch|.ldr.en on th? tree. Due to node mobility, the upper tier multicast structure and
3) Adaptive broadcast within cohort: Once the cohort o tormation of cohorts will have to be continually updated.

leader receives a data packet from the source, it performg\a jescrine below the maintenance functionalities of different
broadcast within its cohort to deliver the data packet to “E']tities with Fireworks.

associated group members. Note that the broadcast Opel’atIO{l) Source functions: The source periodically refreshes the

performed is agaptive in the sense thgt the maximum broadcl?ﬁﬁer tier multicast structure (the tree to the cohort leaders) by
scope is not simply set tb hops but instead depends on th iggering the exchange of SOURCE-QUERY and SOURCE-

furthest child of the cohort leader. In other words, the broagsep| v messages as described in section IV-C.2. By means of
cast scope could be reduced as per distanceinformation this, the multicast tree structure might be refined. Stale routes

of _each furth_e_st child which is contained in tIﬁH\/IT_abI_e may be purged and new ones created due to changes that occur
This adaptability could reduce unnecessary transmlssmnsagfa result of mobility

data packets that could result due to setting the broadcasﬁ) Cohort leader functions: Each cohort leader periodi-
scope too large. An example is illustrated in Fig. 4 Wher@all

hort lead have diff broad h éy broadcasts a LEADER message to its cohort. The pur-
cohort leaders may have different broadcast scopes. The oIty ¢ thig periodic announcement is to indicate its continued

leaders (B, D and E) maintain cohorts of radius 1-hop sin istence to the associated cohort members. In addition, this

there are no children that are beyond this distance. In t Foadcast acts as an invitation to the leader's nearéy
extreme case when a group member is isolated (Node C in Fgoup members that are not currently associated with the

4), the isolated group member will become a cohort leader hort. Each cohort memberde —CHILD) sends updates

the conclusion of .the aforement|oneq phases. Such a Smglfi‘i%{t contain the distance of the member to its cohort leader
leader has no children and thus, will not perform any IOC?&L:gularly (to be discussed in detail). Using this, a cohort leader,
broadcast. is able to dynamically adjust the scope of the local broadcast

as mentioned earlier. The broadcast scope of the LEADER
D. Joining a multicast group message is set to 2 hops if the number of cohort members

A node is considered to have joined a multicast group if i@s recorded irCMTablg and the estimated number of new

role is either that of the cohort leader or if it is deemed a chiﬁhort members (specified in tiGTablg together is greater

L . an a predefined threshéldf these conditions do not hold,
3220(;&2%”;;%3\?“ The process of joining a multicast grOUptll”sle LEADER message broadcast scope is set to 1 hop. The

When a node decides to join a multicast gr.oup, it S|mply 5This threshold is set to 5 throughout our evaluations. This has been seen
changes itsrole to JOINING and enters the discovery ando be an appropriate threshold as per our previous studies [1].



reason for reducing the LEADER message broadcast scdpeugh Fireworks does not strictly enforce the existence of
is that when the number of cohort members becomes smalhly a single leader within & hop radius (since this may
the advantages of performing local broadcasts are lost @snplicate the operation of Fireworks), cohort leaders may
discussed earlier). This reduction of the broadcast scope of giee up their roles if this were to happen. This is because,
LEADER message to a single hop is akin to simply resorting tnembers tend to migrate to the “best” cohort leader among
unicast transmissions (by using the broadcast channel), frtime cohort leaders that drift together. This may cause some
the source to the associated members of the cohort via tifehe cohort leaders under discussion to lose all their cohort
leader. Note that in this case, the members are simply a hmpmbers. Such members would then relinquish thE®&DER
away from the cohort leader. roles as discussed earlier.

3) Cohort member functions: Each cohort member pe- Remark 2 Fireworks implicity takes mobility into account
riodically indicates its existence and updates its distance wden constructing the data dissemination structure. Mobility
its cohort leader so that the cohort leader could dynamicaly nodes is manifested as a continuous change of group
adjust its broadcast scope as discussed previously. This is dotemberships. Fireworks adapts to these changes by examining
by unicasting a CHILD message to the cohort leader. Thiee group membership in each cohort and reforming cohorts
cohort leader will update it<CMTable as per the contents as per the aforementioned operations. Note that Fireworks is
of this message. Since the probability of a given cohordbust to mobility due to the use of the cohesiveness as the
member implicitly leaving the associated cohort depends elustering metric and the use of local broadcasts within co-
the member’s distance to the cohort leader (i.e., the closerts. The use of the cohesiveness metric, as discussed, forms
the cohort member to its leader, the less possible it is thatcihorts with high group member density and high stability.
moves out of scope), the frequency of these unicast upda@smbined with the use of local broadcasts within cohorts, the
from a member depends on this distance of the memlgita dissemination structure of Fireworks is relatively resistant
from the leader. Our simulation results show that reducing the@ changes. For instance, whén= 2, the maximum cohort
update frequency of the 1-hop cohort members has negligilpdglius is250m x 2 = 500m. Even in high mobility, say 20m/s
effects on the performance of Fireworks in terms of the pack@ehicular speed), the average amount of time that a group
delivery ratio but significantly reduces the incurred controhember resides in a cohort is of the order of tens of seconds.
overhea#l. Data delivery at high rate may be expected to take at most a

Sometimes, a cohort member may overhear LEADER mefgew hundred milliseconds; the structure is thus, fairly resistant
sages of leaders from other cohorts. When this happens, tb&opological changes due to mobility.
cohort member will see if the cohort leader that transmits the
LEADER message is closer than its current cohort leader. If
it is, the cohort member will switch to the new cohort by
updating its state variablegif andd) and unicasting a CHILD  In order to provide an extensive performance evaluation of
message to the new cohort leader. Fireworks, we implement and simulate the protocol in ns-

The connection between a cohort member to the coh@t[22] and compare the obtained performance with that of
leader is deemed lost if the cohort member misses 3 conseegarious multicast and broadcast protocols. These protocols
tive LEADER messages from the cohort leader (via a time-oiniclude ODMRP [4], MAODV [19], HDDM [20] and SBA
that accounts for this). In this case, the disconnected cohfit6], and they are the representative protocols for mesh-
member will, at first, try to rejoin a different cohort by lookingbased multicast, tree-based multicast, 2-tiered multicast and
for other leaders in itsGTable If other cohort leaders are broadcast respectively. Since, for HDDM, the performance
available, the disconnected cohort member will join the bedépends heavily on the accuracy and availability of the unicast
leader as described in section IV-C.1. If no leaders are fourmlting information, we compare with Fireworks two ver-
in the table, the disconnected cohort member will try to rejoisions of HDDM: 1) HDDM with omniscient unicast routing
the group by invoking the discovery and decision phases @DDM-omniscient) and 2) HDDM with AODV (HDDM-
described in section IV-C.1. AODV). With omniscient unicast routing, HDDM can obtain,

4) Relinquishing cohort leader functionalities: A cohort immediately, the shortest route between any pair of nodes
leader will give up itsLEADERrole when it determines thatwithout the need to perform any route computations or dis-
it is no longer necessary to maintain itself as a leader. $@minating queries. On the other hand, if AODV is used as the
Fireworks, a cohort leader that has no children is required #imderlying unicast routing protocol, the routing information is
regularly check for the presence of other cohort leaders in #gither immediately provided by AODV (cached route due to
vicinity. Upon finding a leader, it will give up its oMhEADER  the previous search) or a route request operation is performed
role and switch to aCHILD role by joining the discovered in order to find a route to a specified destination.
leader. The protocol parameters of each protocol are selected to

A second scenario that may lead to the relinquishment @bnform with the settings in the original papers that describe
cohort leader is when two or more cohort leaders come withilem. For Fireworks and ODMRP, the source refresh interval
the range (withink hops) of each other due to mobility. Evenis set to 3 seconds and the timeout for forward group is

6 . , S?t to 4.5 seconds. For SBA, the hello message interval is
In our evaluations, all 2-hop cohort members update at 3 seconds intervals

and all 1-hop cohort members update at 9 seconds intervals. Small chanSe%econdS' For MAODYV, the h.e"O me;sage interval is set to
to these values did not cause the performance to change by much. 1 second and the group hello interval is set to 4 seconds. For

V. EVALUATIONS OF FIREWORKS
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Fig. 6. Packet delivery ratio versus group size. Different plots show different node mobilities.

HDDM, a hello message is broadcasted for every 15 packéistween [0, number of group membets0.01) seconds. The
sent (It corresponds to approximately 3 seconds in most of thata packet size is set to 512 bytes. Note that, these generic
simulations). Note that the hello message interval used in SB#grameters and scenario specific parameters (specified later)
MAODV and HDDM have different meanings. In SBA, it isare for the most part, conformant with these used in prior
the interval for which a node broadcasts its 2-hop informatiostudies of the protocols with which, we compare Fireworks
In MAODV, it is the interval for which a node broadcasts &17], [4], [20], [27].

beacon when it did not broadcast anything within the interval.

In HDDM, it is the interval for which a source polls the rootsA. Simulating Random Network Scenarios

of the subgroups. We believe that the parameters are chosén

so as to evoke the best performance for each of the choseH! these experiments, the parameters that we vary in order to
protocols. evaluate the performance of Fireworks under different settings

L i ) i are: group sizesnode mobility number of sourceand traffic
We divide our evaluations into three parts. In the first paf,q The performance metrics that we are interested in are:
we evaluate the performange of Fireworks qnaﬂmdomly packet delivery ratipdata forwarding overheadnd control
constructed network scenariob these scenarios, all nOde%verhead These metrics are commonly used to evaluate the
are uniformly and randomly distributed throughout the Simm?ferformance of a group communications protocol as in [20],

tion area at the beginning of the simulation. The movements g 117] Note that the definitions of these performance metrics
nodes are guided by the random waypoint model. In the secoeﬂg the same as that we defined in section IlI-A.

part, our objective is to demonstrate the.adaptability c_)f the The common simulation settings that are used in these
Fireworks underclustered network scenariohe scenarios experiments are the simulation area (125Qt850m), the

in question are similar to the random network scenarios %mber of nodes (100) and the number of multicast groups
we intentionally include group formations to reflect clusteregle)

group members (cohorts) in the ngtworks. The motion of the €1) Scenario 1: Varying group size and node mobility
Clustered group members are defined by Fhe Referencg P@f?gt, we examine the effects of the group size and node
Group M0b|l|ty.(RPGM) merI [26]. In this model, logical obility on the performance of Fireworks and compare the
groups are defined and their movements are correlated V\ﬁ formance with that of ODMRP. HDDM. MAODV and

the motion of their so called respectiveference pointsin SBA. The common fixed parameters are the traffic load (5
our evaluation, we pick one node from each logical group ts/s) and the number of sources (1)

be_thereferenge nodend its posmpn_and ;peed Is used t The performances of the protocols under scenario 1 are
gglde the motion of the members in its logical group. In th own in Fig. 6 and 7. The packet delivery ratio (see Fig.
third part, we demonstrate that the e?(tgnt to WhICh, Flreyvor with both Fireworks, ODMRP and SBA approach 100%
degrades the_ performance of co-existing umgast SESSIONSP 4 group sizes and node mobilities. The poor delivery
the network, is much lower than the degrada_tlon experienc grformance with MAODV and HDDM (even with the aid
by such sessions due to concurrent pure multicast or broad Stthe omniscient routing information) is the consequence of
schemes. the use of the tree-based multicast structure which does not
In the simulations, nodes have a transmission range of 28@vide enough robustness to withstand route breakages due
meters and a maximum transmission rate of 2Mb/s. The totalmobility. The performance of HDDM-AODV is particularly
simulation time is 100 seconds and we repeat the simulatigusor especially with large group sizes since it puts too much
40 times with different seeds and obtain the average resuliress on the AODV routing protocol to find routes to the large
The first source (randomly chosen among the source nodegjmber of group members. The heavy traffic generated from
begins the transmission of data at time 20s and if additiorthle route search process reduces the accuracy of the process
sources are present, they start transmitting data one afiad the throughput achieved for data dissemination.
another (again randomly chosen) with the starting instancedn terms of the data forwarding overhead (see Fig. 7(a)),
separated by 0.5s. Group members randomly join the grokeworks incurs lower overhead as compared to ODMRP,
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node mobility of 10m/s.

around 30% less control overhead than ODMRP when the
HDDM-AODV and SBA for all group sizes. The reason iyroup size is 10% (69% less when compared with SBA) and
that Fireworks adaptively uses multicast and broadcast (basgflto 50% less overhead when the group size is increased to
on local network information) to disseminate data packetgpo, (36% less when compared with SBA).
this optimally reduces the number of broadcast operationsThe above discussion generally holds in typical cases where
performed. Even though Fireworks performs broadcasts withifle source sending rate is larger than the rate of exchange of
each cohort, the incurred data forwarding overhead is s@#bntrol messages and the data packet size is larger than the
lower; this in turn implies that performing broadcasting in locontrol packet size. For the cases where the traffic load is
cal cohorts is very effective. Even though HDDM-omniscienbw (either because of low source sending rate or small data
and MAODV has lower forwarding overhead than Fireworkgacket size), Fireworks would still be a better choice over both
due to the use of the tree-based approach, they also suffaD@MRP and SBA, as evinced by the above results. This is
much worse delivery performance due to limitations of thgecause Fireworks attempts to find the sweet spot in terms
same approach. of performance by judiciously invokes broadcasts in specific

In terms of control overhead (see Fig. 7(b)), Fireworks @reas.

the clear winner. Both MAODV and HDDM-AODV incur 2) Scenario 2: Varying the number of sources and traffic
a very high amount of control overhead. This is due timad: In this experiment, our objective is to study the effects
the fact that a large number of multicast update messagdgghe number of sources and traffic load on the performance
needs to be sent due to frequent changes in the multicatireworks and compare the performance with the selected
structure in the case of MAODV; a large number of AOD\Wandidate protocols. The common fixed parameters are the
route query and route reply message exchanges are neausdber of group members (30) and the constant node mobility
in order to discover/maintain the multicast structure in th@m/s).
case of HDDM-AODV. The discrepancy in terms of control Note that due to the poor performance of HDDM-AODV in
overhead between HDDM-omniscient and HDDM-AODV lieshese experiments, for purposes of clarity, we do not present
in the inclusion of control overhead induced by HDDM on theesults pertinent to HDDM-AODV in the rest of this section.
AODV routing. As we see from the result, the large amourithe results were similar in nature and Fireworks outperformed
of control overhead produced from using a non-omniscieRDDM-AODV in all the scenarios considered.
(realistic) unicast routing protocol causes HDDM to produce The performances of the protocols under scenario 2 are
a considerable amount of control overhead. On the other hasdpwn in Fig. 8 and 9 respectively. Even with an increase
Fireworks, SBA and ODMRP incur much lower amounts dah the number of sources and traffic load, Fireworks is still
control overhead. In addition, the simpler multicast structuable to maintain a better delivery ratio than any other can-
provided with Fireworks results in less control overhead thatidate protocols in most of the cases (see Fig. 8). This is
with both ODMRP and SBA. Specifically, Fireworks incurdecause Fireworks generates, in general, lower data forwarding
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Fig. 8. Packet delivery ratio versus the number of source. Different plots show different source rates.

and control message overhead. The contention and therefofethe simulation, group members are sparely distributed
collisions are thus less severe in Fireworks enabled netwodaross the simulation area, Fireworks may potentially create
than in networks with the other candidate protocols. This imany cohorts in different regions. However, the cohorts thus
elucidated in Figures 9(a) and 9(b). formed tend to be small in size (in terms of the number of
The data forwarding overhead and control overhead aregroup members) due to the low density of group members. As
general much lower with Fireworks than with the other candiime progresses, the group members gradually move together,
date protocols in all scenarios considered (HDDM-omnisciehireworks adapts to the change by constructing fewer cohorts.
and MAODV have less forwarding overhead than FireworkBhese cohorts tend to include a fairly large number of group
due to the inherent property of the tree-based approachembers. In effect, the multicast structure constructed by
However, the reduced forwarding overhead also cause th&seworks is much simpler and is more efficient in dissem-
protocols to achieve a very poor packet delivery ratio). Whenating data packets. In the following simulation experiments,
there are more than one source, ODMRP incurs the highest show that the adaptability provided by Fireworks leads
amount of forwarding overhead since it creates a group-bagecdexcellent packet delivery performance and incurs relatively
mesh (the forwarding nodes that are created by any sourcda¥ overhead than any other candidate protocol considered.
the group forward data packets for the group). The excessiveln the following simulation experiments, clustered group
redundancy created by ODMRP is not seen in Fireworksembers are introduced as discussed earlier. The main pa-
as the created forwarding nodes are attributed by a specitieneters of interest are (i) the density of group members in
(source, mcast-group) pair. Furthermore, the cohorts formadluster, (ii) the distribution of group members, and (iii) the
in Fireworks are shared between all the sources of the sagiee of the network (in terms of network dimension or number
group and thus, the control overhead incurred by the cohogfs nodes). We enumerate the performance of Fireworks in

will not be affected by the number of sources. terms of the reduction in overhead as compared with ODMRP,
MAODV and SBA (SBA is omitted in scenario 5 since it is
B. Simulating Clustered Network Scenarios clear that its overheads are far greater than the other candidate

. : rotocols under these simulation settings). In these scenarios,
In these experiments, we want to further emphasize the : . . .
: i . : .| _we are interested in comparing the overheads incurred by the
benefits that Fireworks can offer due to its having considered” .
S X X c¢andidate protocols.
group member affinity in constructing the multicast struc- . .
Some common simulation parameters that are relevant to

ture. Before we discuss our simulation experiments, let LE} ) ¢ th tant nod bility (5m/s). th
discuss how Fireworks constructs the dissemination structlﬁ §S€ expenments are the constant node mobility (5mis), the

by adapting to the changing environment. We perform %umber of g'roup's @) gnd the num'ber of sources (1).
simple experiment to illustrate the idea. In the experiment, 1) Scenario 3: Varying the density of group members of
we initially distribute 40 group members randomly throughod® ClUSter In this experiment, we examine the effects of the
the 2000mx 2000m simulation area. The group members mo\g;?nsny of group members of a cluster on the performance of
as per the RPGM model with a constant speed of 10mfgreworks, ODMRP, MAODV and SBA. We have a total of
Therefore, no physical clusters are expected to be formed330 nodes moving around in the 20082000m simulation
the beginning of the simulation. As time progresses, the@&a. We construct one physical cluster that consists of one
40 group members will gradually move together to formiulticast group and 30 group members. The traffic rate is
two physical clusters. We take snapshots periodically durif@kts/s and the mobility of nodes is Sm/s (constant). The
the simulation run and count the number of cohorts and tR@rameter that we vary is the density of group members of
number of group members in the cohorts. Table | shows tHé clustef. Since the number of group members is fixed,
average results of 20 simulation runs.

In the table, we see that the average number of cohort7VVe wish to point out the difference between “cluster” and "cohort”.

d F] . Besid h b f ”C?uster" here means the physical region where group members reside.

ecreasesl wit t'me_' esides, t e _average numbper o groeawort” is the logical grouping of group members that is constructed by
members in cohorts increases. This is because at the beginmifgvorks.
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TABLE |
A SAMPLE TRACE OF OUR SIMULATIONS SHOWING COHORTS STATISTICS

] Time | 50s | 100s| 150s [ 200s | 250s [ 300s |

Average # of cohorts 9.20 | 835 | 6.10 | 540 | 515 | 4.25
Average # of group members/cohqrt2.370 | 2.820 | 4.311| 5.167| 5.676 | 7.753

Packet delivery ratio v.s. Cluster radius Normalized total overhead v.s. Degree of clustering
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Total overhead v.s. Cluster radius Fig. 11. Comparing the adaptability of FIREWORKS, ODMRP, MAODV
5>_.__e__<>__(>_ S and SBA
4
sl [—m— Froworks increases, Fireworks may construct more than one cohort since

~{-oomrP ‘ the physical cluster size is larger than the maximum cohort size
‘ (k-hop radius). However, Fireworks is still be able to construct

a fewer number of routes from the source to the cluster so that
the total overhead is lower than that of the other candidate

Total overhead

200 300 400 500 600 700 800 prOtOCOIS' A i . A i
Cluster radius 2) Scenario 4: Varying the distribution of group members
(b) Total overhead In this evaluation, we examine the effects of the distribution of
Fig. 10. Comparing the performance of protocols with different densities 9fr0uD members on the t‘?ta' overhead of FII‘EWOI’kS,. ODM,RP’
group member in a cluster. MAODV and SBA. The fixed parameters are the simulation

area (2000 2000m), the number of nodes (300), the traffic

rate (2 pkts/s) and the group size (40). The distribution of
the density of group members of the cluster can be varied pyoup members varies from a purely random distribution to a
varying the size of the cluster. In this experiment, we considepmplete clustered distribution. Specifically, we increase the
that a cluster is a circular region where group members resigé@mber of logical clustered groups from 0 to 4. Each logical
The density can thus be varied by varying the radius of tiggoup consists of 10 group members and these group members
cluster. We vary the cluster radius from 200m to 800m. Notgove as per the RPGM model. For those group members that
that group members are evenly distributed over the clus@e not in any logical group, the motion is as per the random
region. waypoint model.

The comparisons of the packet delivery ratio and the total The overhead of the protocols are shown in Fig. 11. The
overhead of the protocols are shown in Fig. 10. As seen in Fiuerhead of each protocol is normalized with respect to that
10(a), the packet delivery ratio of Fireworks is much highef Fireworks. As more logical groups are defined, the network
than with MAODV, is very similar to that of ODMRP, andbecomes more clustered which means that group members
almost approaches 100% as with SBA. However, the totalove together (motion is correlated). We see that Fireworks is
overhead incurred by Fireworks is much lower than that @ble to adapt to clustered motion far better than all the other
ODMRP, MAODV and SBA (see Fig. 10(b)). This is becausgyrotocols due to its inherent features, i.e., clustered regions
Fireworks is able to identify the cluster and construct a mowgth high concentration of group members can be covered by
efficient and simple multicast structure to disseminate packe@tsmall number of broadcast packets in Fireworks.
to the group members. We see that when the density of grouB) Scenario 5: Varying the network sizeln this experi-
members in the cluster increases (when the cluster radiment, we examine effects of varying the network size on the
decreases), the total overhead incurred by Fireworks decreasgsrheads of Fireworks, ODMRP and MAODV. The common
For instance, when the cluster radius is 200m, Fireworkged parameters are the traffic load (5 pkts/s) and the group
constructs only one cohort. In this case, when a packet fraize (40). We introduce 2 logical groups, each with 20 group
the source arrives at the cohort leader, the cohort leader omigmbers within a circular area of 400m radius. The number of
requires to broadcast the packet once to disseminate the packetes increases when the physical network size increases such
to all the group members in the cohort. When the cluster raditigat the density of nodes is maintained. The number of nodes
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under various physical network sizes are: 180 in 1.5kB20 C. Effects of Fireworks on the performance of concurrent co-
in 2.0kn?, 500 in 2.5km, 720 in 3.0krd, 980 in 3.5km, existing unicast sessions

1280 in 4.0k and 1620 in 4.5k The adaptability provided by Fireworks has just been shown

to significantly reduce the communication overheads. We
further claim that such a reduction in the communication

Normalized forwarding overhead v.s. Network dimension

M= overheads could potentially reduce the impact on coexisting
8 || < oowre unicast sessions’ performance. In order to validate our claims,
gl g o4 we perform experiments to evaluate the impact of Fireworks
12 N on co-existing unicast sessions’ performance. We also compare
§ s = = = = = = this impact with that of the impact of a pure multicast and a
% os pure broadcast session on co-existing unicast sessions.
£ I SR I We choose the popular Ad-hoc On-Demand Distance Vector
= ke Routing (AODV) [28] as the representative unicast routing

I
IS

15 2 25 03 35 4 45 protocol and we use SBA and ODMRP as the representative
broadcast and multicast protocols, respectively.

The simulation settings are as follows. There are 100 nodes

in the 500mx 500m simulation area and the node transmission

(a) Normalized forwarding overhead

Normalized control overhead v.s. Network dimension

2 O range is 100m. The total simulation time is 60 seconds. Nodes
£ 5ol B S " move at a constant speed of 5m/s. The group membership
a0 / size is fixed at 40% (i.e. 40 randomly chosen nodes are

§ 0 )/ group members). The AODV buffer size and the MAC layer

g " o gueue size are set to 64 and 50 packets, respectively. In this
§ > experiment, we run 2 unicast sessions with a session rate of 5
=10 packets/s (Therefore, a total of 600 data packets are expected

e to be transmitted). In the mean time, we vary the number of
Network dimension (km Fireworks, ODMRP or SBA sources (1, 2, 3, and 4 source(s))
(b) Normalized control overhead in the network and also vary their rates (2, 4, and 8 packets/s)
Fig. 12. Comparing the overheads of Fireworks, ODMRP and MAODV. Thg]c transmission.
packet delivery ratio of Firework and ODMRP is around 90% and MAODV The performance of the unicast sessions in the presence
is only around 45%. of Fireworks, ODMRP and SBA traffic are depicted in Fig,
13, Fig. 14 and Fig. 15, respectively. In these figures, we
plot the total number of unicast packet drops (lines) and the

The overheads of the protocols are shown in Fig. 1§[stributions in pe_rcentage for the cause for these packet drops
To aid the comparisons, we normalize the overhead of &1ars) while varying the number of sources and source data
protocols with respect to the overhead of Fireworks. Note tH&t€S- From these figures, we see that the number of unicast
in this experiment, the average packet delivery ratio with boBcket drops increases drastically with both ODMRP and SBA
Fireworks and ODMRP approach around 90% or more pyhen the amount of traffic increases (due to the increase in

the average packet delivery ratio with MAODV is only around1® number of sources and source data rates). However, the
45%. number of unicast packet drops with Fireworks remains at a

. _ low level even when the amount of traffic is high. For instance,
As we see, Fireworks has much lower forwarding overhegghen there are 4 sources and the source rate is 4 packets/s, the
and control overhead as compared to ODMRP (as the ngercentages of unicast packet drops with Fireworks, ODMRP
malized overheads of ODMRP are both greater than 1). Theg®i SBA are around 16%, 64% and 71% respectively (the total
results indicate that Fireworks is able to adapt to the enVirOprected number of packets received is 600) We notice that
ment better by identifying the logical groups and appropriatetiiere is a large number of unicast packet drops at the AODV
constructing fewer routes that are targeted towards the grouggifer queue and at the MAC layer queue with both ODMRP
As the network size increases, the average path length frafy SBA (account for around 40% of the total packet drops).
the source to each multicast destination increases and treatjgs |arge amount of unicast packet drops with ODMRP and
each destination independently to construct a mesh (as WBA is due to the high overheads incurred with the protocols
ODMRP) can lead to increased overheads. as discussed earlier. Essentially, these packet drops occur when

Even though MAODV has a lower forwarding overhea&he_r? is_a link failure upon which, a large pumber of packets,
than Fireworks, it incurs a much greater control overhed$fiting in these queues, that rely on that link are dropped. As
than Fireworks due to the frequent multicast structure updaff§ source traffic increases, the number of such link failures
due to the vulnerability of the structure to route change@.re also seen to increase because of what are called “false link”
Given that MAODV fails to achieve a reasonably good packet, ) o . )
delivery ratio (less than 50%), we do not consider MAOD We pick 40% as the group membgrsh!p size as we _have shown in section

y \ . f’ ’ ) \ﬁI-A that with this group membership size broadcasting and multicasting
as outperforming Fireworks in forwarding overhead. perform comparatively.
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Fig. 13. Distributions of AODV packet losses with different number of Fireworks sources and traffic loads. Line plot indicates the total number of droppe
packets.
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Fig. 14. Percentage distribution of reasons for AODV packet losses with different number of ODMRP sources and source data rates. Line plot indicates
total number of dropped unicast data packets.
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Fig. 15. Percentage distribution of reasons for AODV packet losses with different number of SBA sources and source data rates. Line plot indicates the t
number of dropped unicast data packets.

failures [29], [30]; these occur due to the deployment of the V1. RELATED EFFORTS

IEEE 802.11 MAC protocol [31]. Specifically, with the IEEE .

802.11 MAC protocol, if the intended recipient of a Request- \Umerous multicast protocols have been developed for use
to-send (RTS) packet is within the sensing range (interferernlfe MANETS. MAODV [19] is a multicast extension of its
range) of some other node, it does not respond to the sendel!@Fast coun.terpart. The opergtlon of MAODV IS analogous
the RTS message with a Clear-to-send (CTS) message. Al fhe operation of AODV. Multicast routes are discovered on

seven consecutive attempts the sender deems the link to higE1and by broadcasting route request messages in a manner
failed although in reality, it still exists. that is similar to the dissemination of unicast route requests;

the route reply propagates back from the group members of

the group to the source. Thus, a tree is constructed and data is

propagated on the tree to the group members. ODMRP [4] is a

In summary, we see that due to the lower overhead incurregtsh-based multicast protocol which creates a mesh structure
with Fireworks, its impact on co-existing unicast sessions fer reliable data delivery. CAMP [5] constructs a group-shared

significantly smaller than that with ODMRP and SBA undemesh which makes use of a core node to reduce the control
all of the considered traffic pattern combinations, validatingaffic needed for receivers to join the multicast group. AMRIS
our claim. [6] makes use of ID numbers to guide the construction of a
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tree-based shared multicast structure which supports multighe inherent redundancy provides reliability and achieves a
senders and receivers. AMRoute [7] is a hybrid multicagiacket delivery performance that is comparable with that of
protocol which constructs a virtual multicast tree on top of the@ pure multicast and broadcast protocol. Moreover, due to
virtual mesh links established between group members. All tife reduction in the communication overheads, Fireworks
these protocols create a flat routing topology and are unawhias lower levels of degrading influence on coexisting unicast
of the topological characteristics of the structure. In [17], Bessions performance when compared with pure multicast or
was shown that ODMRP compares favorably to most of thmire broadcast schemes. Even though Fireworks is specially
other aforementioned multicast schemes; this motivated usdesigned for clustered networks, our results also demonstrate
use ODMRP for the purposes of comparison with Fireworkis superior performance as compared with various multicast
and SBA. Note that unlike Fireworks, none of the abovend broadcast protocols under random network deployment
schemes adopt broadcast features to adapt to local condititenarios.

Recently, a hierarchical multicast protocol called HDDM
has been proposed in [20]. It is targeted to provide scalatNete: The views and conclusions contained in this document
multicasting in MANETSs. The idea of the protocol is to extendre those of the authors and should not be interpreted as
the scalability of the Differential Destination Multicast (DDM)representing the official policies, either expressed or implied, of the
[32] protocol which was used to support multicasting in smalirmy Research Laboratory or the U. S. Government.
groups. The protocol divides the entire network into different
sub-groups by selecting suitable sub-roots that are responsible
for delivering data packets using the DDM protocol to their
respective sub-group members. While HDDM requires th@] L. K. Law, S. V. Krishnamurthy, and M. Faloutsos, “On evaluating the
source to have a complete list of group members and requires trade-offs between broadcasting and multicasting in ad hoc networks,”

. . . . . . in Proceedings of IEEE MILCOM2004.

a_n underlying unicast proto_col to pro_wde_z rOUtmg_ 'nf(_)rmat'on*[z ——, “Understanding the interactions between unicast and group com-
Fireworks does not. The unicast routing information is used by  munications sessions in ad hoc networks,Pimceedings of IFIP/IEEE
the HDDM source to determine its sub-roots. Each sub-group MWCN 2004, pp. 1-13. o
is basically a multicast tree that consists of sub-group membe[% obile 'Zée"r‘]'g;kf]'etagrlfg?ﬁ’gf)cg;%?ﬁgSCOOTTF‘ig'CSE?VCgrE%OOCgs" for
rooted at a selected sub-root. Although Fireworks constructs pp. 853 — 868.
a hierarchical structure, the criteria for the creation of thé4l S.-J. Lee, M. Gerla, and C.-C. Chiang, "On-demand multicast routing
iers and the purpose of the sub-groups (cohort in Fireworkgy Eoee, nProceednos of EEE WCNASSD pp 1200 s0e,
are substantially different in the two protocols. Fireworks = core-assisted mesh protocolfCM/Baltzer Mobile Networks and Ap-
constructs cohorts based on group member affinity which aims Egclaﬂl%nss’zso%idal Issue on Management of Mobiltgl. 6, no. 2, pp.
at maxqmzmg the ereles§ broadcast advamage', HDDM almﬁ] C. Wu aﬁd Y. fay, “AMRIS: A mulitcast protocol for ad hoc wireless
at providing a suitable sized sub-group for efficient DDM" ~ networks,” inProceedings of IEEE MILCOML999.

protocol deployment. [7] J. Xie, R. Talpade, A. Mcauley, and M. Liu, “AMRoute: Ad hoc
multicast routing protocol,Mobile Networks and Applicationsol. 7,
no. 6, pp. 429-439, 2002.
VIl. CONCLUSIONS [8] K. Chen and K. Nahrstedt, “Effective location-guided tree construction
algorithms for small group multicast in manet,” froceedings of IEEE

In this paper we examine the impact of scenario specific_ INFOCOM 2002, pp. 1180-1189.

t th £ ; icati é P. Sinha, R. Sivakumar, and V. Bharghavan, “MCEDAR: Multicast core-
parameters on the performance of a group communicatio extraction distributed ad hoc routing,” ifroceedings of IEEE WCNC

protocols. Our studies show that in certain scenarios, a simple 1999, pp. 1313-1317.
broadcast scheme can yield a packet delivery performance A8k Y-B. Ko and N. Vaidya, “Flooding-based geocasting protocols for

is similar to that of a multicast protocol but with significantly nmoébgep?f 4h7°f_28e(t)wg[)k052’wb"e Networks and Applicationsol. 7,

lower overheads. We also observe that group communicatigng s. K. Das, B. S. Manoj, and C. S. R. Murthy, “A dynamic core
sessions can have a drastic negative impact on coexisting based multicast routing protocol for ad hoc wireless networksf@

. . - . . MOBIHOC, 2002, pp. 24-35.
unicast sessions. Our understanding motivated us to desig 2? S. Park and D. Park, “Adaptive core multicast routing protodafifeless

new hybrid adaptive group communications protocol that we = Networks vol. 10, no. 1, pp. 53-60, 2004.
name Fireworks. Fireworks exploits the property that the ufél C. Jaikaeo and C.-C. Shen, “Adaptive backbone-based multicast for ad

; g hoc networks,” inProceedings of ICC2002.
of a broadcast scheme in an area of densely distributed gl’(fﬂﬁ C. de Morais cordeiro, H. Gossain, and D. P. Agrawal, “Multicast over

members could significantly reduce protocol overhead. It~ wireless mobile ad hoc networks: Present and future directidBEE
takes the group members affinity into account in constructing Network 2003, januray/February.

; ; i 5] P. Mohapatra, C. Gui, and J. Li, “Group communications in mobile ad
the .data de“ver.y structure  and dynamlca"y partitions [é hoc networks,"Special Issue on Ad Hoc Networks, IEEE Compupet
multicast group into several smaller cohorts in such a way 70_77, February 2004.

that the formed cohorts manifest a high level of groupsé] W. Peng and X.-C. Lu, “On the reduction of broadcast redundancy in

affinity. A simple broadcast scheme is then used to provide Tzogb_”lesgd hoc networks,” ifroceedings of ACM MOBIHOZ000, pp.
a low-overhead data delivery service within these cohorigz) s_j Lee, w. Su, J. Hsu, M. Gerla, and R. Bagrodia, “A performance

From our simulation results, thizreworks-like data delivery comparison study of ad hoc wireless multicast protocolsProceedings
structure constructed is shown to be lightweight in terms gf ©f IEEE INFOCOM 2000, pp. 565-574. . .

h trol d data forwarding overheads of the protoc ][8] B. Williams and T. Camp, “Comparison of broadcasting techniques for
t .e con ITO an W Ing ov . el p * mobile ad hoc networks,” iProceedings of ACM MOBIHOQR002, pp.
Since Fireworks employs broadcasting within a cohort, 194-205.
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