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Abstract—RFID applications for taking inventory and pro-
cessing transactions in point-of-sale (POS) systems improve
operational efficiency but are not designed to provide insights
about customers’ interactions with products. We bridge this gap
by solving the proximity grouping problem to identify groups of
RFID tags that stay in close proximity to each other over time.
We design DeepTrack, a framework that uses deep learning to
automatically track the group of items carried by a customer
during her shopping journey. This unearths hidden purchase
behaviors helping retailers make better business decisions and
paves the way for innovative shopping experiences such as
seamless checkout (‘a la Amazon Go). DeepTrack employs a
recurrent neural network (RNN) with the attention mechanism,
to solve the proximity grouping problem in noisy settings without
explicitly localizing tags. We tailor DeepTrack’s design to track
not only mobile groups (products carried by customers) but also
flexibly identify stationary tag groups (products on shelves). The
key attribute of DeepTrack is that it only uses readily available
tag data from commercial off-the-shelf RFID equipment. Our
experiments demonstrate that, with only two hours training data,
DeepTrack achieves a grouping accuracy of 98.18% (99.79%)
when tracking eight mobile (stationary) groups.

I. INTRODUCTION

Retail stores (e.g., Uniqlo, Macy’s and others) have started
augmenting or replacing traditional barcodes with RFID for
faster inventory and payment processing. While such im-
plementations increase operational efficiency, they are not
designed to provide retailers with insights about customers’
interactions with products. In this direction, we formulate a
problem wherein we seek to identify what we call proximity
groups, which refer to groups of RFID tags that stay in close
proximity to each other over time, in a retail store.

Towards identifying proximity groups, we design
DeepTrack, a framework that employs deep learning
to capture the spatio-temporal relationships between tag
readings. Using data from RFID readers distributed in a retail
store, DeepTrack can unlock hidden purchase behaviors of
customers by tracking the evolution of their “virtual shopping
carts” as they pick up (or put back) products throughout their
shopping journey. Many studies show that purchase behavior
mining may improve customer experience and increase
sales. Discovering not only what customers buy, but also the
paths they take in the store [1], [2], [3], [4] and temporal
profiling of their purchases [5], [6], [7], [8], [9], enables
new marketing strategies for retailers. In contrast, traditional
POS systems cannot reveal such fine-grained insights since
they only provide the final cart content from a single vantage
point viz., the receipt from the checkout station. In addition,
DeepTrack paves the way for seamless checkout where the
customer can be billed without stopping at a checkout station

at all since the purchases would be tracked automatically as
part of the shopping process (à la Amazon Go [10])1.

Superficially, it might seem that proximity grouping can be
solved by continuously localizing the tags. State-of-the-art tag
localization systems require specialized equipment [11] and/or
assume controlled tag trajectory and speed [12]. Clearly, such
restrictions are not practical in a retail store where people
(and their items) do not exhibit predictable stationary behavior.
Hence, we are not aware of any study that experimentally
shows precise localization of hundreds of RFID tags moving
in random patterns in a dynamic environment. In contrast,
DeepTrack uniquely leverages RNNs to stitch together a
history of tag readings from multiple readers for accurate
identification of proximity groups, without having to explicitly
localize the tags. We summarize our contributions as follows:

• To the best of our knowledge, this is the first paper that
provides a viable solution to RFID proximity grouping
problem in large retail stores. This paves the way for
innovative retail applications by continuously tracking
groups of tags with common mobility patterns.

• We design DeepTrack, a framework that employs a
Siamese RNN model for learning the spatio-temporal
proximity between RFID tags. The key attributes of
DeepTrack are: (a) it only relies on tag data from
commercial RFID equipment and (b) it can group both
stationary and mobile tags with very high accuracy.

• Implementing DeepTrack is challenging due to mul-
tipath and blockage inherent in wireless systems, which
together cause sporadic and noisy tag readings. We lever-
age the attention mechanism from NLP (natural language
processing) research to ensure that reliable readings are
emphasized while filtering out noisy reports that can
reduce the grouping accuracy.

• We implement and extensively evaluate DeepTrack on
commercial RFID equipment. Our experiments show that
DeepTrack achieves a grouping accuracy of 98.18%
(99.79%) when tracking 8 mobile (stationary) groups,
while adapting to the dynamics of the environment.

II. SYSTEM MODEL

RFID systems: A typical UHF RFID system includes read-
ers, tags attached to objects and software to collect/process the
tag readings. Each reader emits a signal that is backscattered
by recipient tags to generate a response (containing their
unique tag ID). In addition to tag data, readers extract the RSSI
(i.e., signal strength) from the response. Some sophisticated

1Note that this requires associating the tag group with the user’s identity
(e.g., with face authentication). Implementing all components for a complete
seamless checkout system is beyond the scope of this paper.



ones capture other features such as phase difference or Doppler
shift. Each reader may be equipped with multiple antennas,
cycling through them by transmitting and waiting for tag
responses on one antenna before moving to the next one, until
all antennas are given a chance to read the tags. Since we seek
to track tags in a large retail store, we assume that multiple
readers are carefully placed to allow some overlap between
them to eliminate any coverage gaps.

Recurrent Neural Networks (RNNs): RNNs [13], [14],
[15] are widely used to model spatio-temporal data (e.g., [16],
[17]). In brief, a RNN contains a sequence of repeated units,
each of which considers both the current input and a memory
state from the previous unit to output a new memory state.
Using repeated units, a RNN can take an input sequence,
model the spatial information from each input at each time
point, and also incorporate temporal information across the
input sequence. Long Short-Term Memory Unit (LSTM) [18]
and Gated Recurrent Unit (GRU) [19] are popular RNNs
that overcome what is called gradient vanishing/exploding
problem [20] and are thus, able to capture long term dependen-
cies [18], [19]. We use a GRU-based RNN as a basic building
block in DeepTrack since it is simpler than LSTM and in
most cases has comparable performance.

III. PROBLEM AND CHALLENGES

Problem Definition. We seek to identify multiple tag
groups where a group is defined as the set of RFID tags that
stay in close proximity to each other, over time. We also define
a) mobile groups, which represent tags moving together in the
store; they may be stationary at certain times but still maintain
proximity all the time and b) static groups, which represent
the set of tags located near each other (without moving).
The groups may evolve due to different shopping actions. For
example, when a customer takes an item from the shelf and
walks away with it, that item is no longer in the same group
as other items on the shelf and must be included in a group
together with other items the customer may be carrying.

We define a decision window as the interval in which we
make a single estimation as to whether a given pair of tags are
in close proximity. More formally, we represent each reading
as a vector ri ∈ Rd1 ; ri includes features such as timestamp,
RSSI etc. All readings for a tag in a decision window can
be represented as x = [r1, r2, · · · , rN ], x ∈ RN×d1 , where
N is the number of readings within the decision window,
which can vary across tags and decision windows. Given the
readings for a pair of tags, say x1 and x2, we employ a
RNN to learn an embedding function f(·) that maps the RFID
readings to a feature vector. We postulate that the embedded
feature vectors for the two tags viz., f(x1) and f(x2), will be
close if the tags were within a pre-specified spatial proximity
during the particular decision window, and far from each other
otherwise. Having a small decision window helps capture
proximity changes quickly. However, it must not be too small
so as to capture enough readings to have a reliable estimation.

Challenges. Unfortunately, deep learning is not plug-and-
play for RFID data processing as we need to carefully design
the model to address the following challenges.
• Diverse number of readings. Most deep learning models are

either designed for fixed size inputs (e.g., images) or assume
similar size inputs (e.g., sentences with similar numbers
of words). With RFID, the number of readings across tags

may widely vary from tens to thousands in each decision
window. A key factor that influences this is the total number
of tags and their respective wireless channels in the coverage
area of the reader. Provisioning the RNN to deal with the
highest number of readings results in high model complexity
(due to large input vectors) whereas designing it for tags
with few readings may yield a model with insufficient
“capacity” to identify the groups.
• Noisy tag readings. Multipath results in a plurality of

signals from a tag (with varying RSSIs and phases) even
if it is at a fixed location. Prior solutions (e.g., [11], [21])
address this by collecting readings over time to precisely
localize the tag at a given position. Such solutions are not
applicable in retail settings; with tag mobility, not only do
we have fewer readings with regards to each position, it is
also difficult to determine which readings reliably represent
a given position. Thus, the model needs to work with a
small number of unreliable readings from each position to
accurately discover mobile groups.
• Diverse mobility patterns. A retail store has both stationary

tags (e.g., on shelves) and mobile tags (e.g., carried by
people). In theory, Doppler shift could help distinguish
across mobile groups since it can indicate speed and direc-
tion of movement. However, it is not significant for static
tag groups since the lack of movement does not induce
sufficient Doppler shift. Phase difference may be used to
identify stationary groups since it can estimate the tag’s
distance from the reader [11]. On the other hand, it is very
difficult to obtain reliable phase estimates for mobile tags.
Further, such low-level signal features are not available in
all COTS RFID readers. Thus, the RNN has to work with
data that a) applies to both stationary and mobile tags and
b) is available with all COTS RFID equipment.

IV. DESIGN OF DEEPTRACK

In this section, we describe the overall architecture of
DeepTrack and describe the specific design choices we
make to address the challenges discussed above.

A. Using Pairwise Proximity for Grouping
Towards identifying a group, we use pairwise proximity

(i.e., proximity between two tags) as a primitive. We assume
the existence of “reference” tags that initially are the only
member in their respective groups. These special tags may be
installed on shopping carts or bags as well as on shelves. Other
tags (non-reference) are tested for membership in a group by
comparing their “similarity” with the reference tag of that
group. Higher similarity means that the two tags are more
likely to be in close proximity. Hence, each tag gets added to
the group with the highest similarity.

In DeepTrack, we use a Siamese neural network (NN)
architecture for learning the similarity between a pair of tags
(see Fig. 1). The Siamese NN was first proposed for hand
signature verification [22] where the task is to determine if
two signatures are similar (belong to the same person). The
Siamese NN has two identical sub-networks with the same
configuration where each sub-network takes one of the inputs
and maps it to an embedding space. The embedded feature
outputs from the two sub-networks is then fed to a module
where measures such as the L2 norm distance between two
embedded outputs are used to find the similarity.



Distance/
Similarity

Tag2’s readings
within time slot 1

…RNNUnit RNN Unit RNN Unit

…RNN Unit RNN Unit RNN Unit

Tag2’s readings
within time slot 2

Tag2’s readings
within time slot 3

Tag1’s readings
within time slot 3

Tag1’s readings
within time slot 2

Tag1’s readings
within time slot 1

Subnet-1

Subnet-2

Fig. 1: The Siamese RNN in DeepTrack. The two
identical subnets have the same parameter values.

GRU
xt

at-1 at
One RNN Unit

Multi-headAttention

Readings from the tth time slot

Fig. 2: The summarization process using multi-head at-
tention in each RNN unit. The summarization of readings
within the current time slot is guided by the current
trajectory memory at−1 accumulated by the RNN.

To train the Siamese RNN towards learning the embedding
function f(·), we use a modification of the contrastive loss
function proposed in [23] that suits our problem by including
both a lower margin (m1) and an upper margin (m2) as

Loss(x1, x2, y) =
1

2
ymax(0, ‖f(x1)− f(x2)‖2 −m1)

2

+
1

2
(1− y)max(0,m2 − ‖f(x1)− f(x2)‖2)

2

(1)

where x1 and x2 form the pair of readings from two tags. The
boolean label y is equal to ‘1’ where the readings belong to
two tags from the same proximity group and ‘0’ otherwise.
Specifically, we introduce the lower margin m1 to ensure
that tags that are nearby (as opposed to at the exact same
coordinates) are grouped together.

We train the Siamese RNN (hereafter referred to as the
model) with a large set of input pairs and their ground-truth
labels; i.e., true (y = 1) where the pair of readings come from
two tags in the same group and false (y = 0) otherwise.
To find the optimal f(·), the model minimizes the above
loss function to classify two tags being in the same group
(distance < m1) or not (distance > m2). The parameters of
the two sub-networks are updated by gradient decent algorithm
to minimize the loss over all training pairs. The margins are
determined empirically. After training, we use the model to test
the similarity between a pair of tags (one being a reference
tag) in order to form the groups.

B. Using Attention Mechanism to Summarize Tag Readings

Before feeding the tag readings as input to our model, we
first divide the decision window into multiple (say T ) time
slots. The time slot has a sufficiently short duration such that
tags are assumed to be quasi-stationary during this time (e.g.,
1-2 seconds). More importantly, we first apply a key pre-
processing step called attention to summarize the readings in
each time slot (see Fig. 2). These summaries form the inputs
to the model and are represented by x

(j)
t and x

(k)
t for time

slot t and for tags j and k. To the best of our knowledge, this
is the first time attention has been applied to RFID readings.

Attention has become popular due to its recent success in
natural language processing (NLP) [24]. Taking English-to-
French translation as an example, it is not reasonable to align
the French sentence with the source English sentence word
by word. Specifically, different English words have different
relevance towards deriving an associated French word. The
attention mechanism calculates a relevance score (also known

as attention score) for each source English word dynamically
as it pertains to each French word.

We apply attention to our problem in similar spirit, where
we postulate that some of the readings from a tag may be
“more informative” (i.e., not much affected by multipath or
drastic attenuation) while others have little information with
respect to the current state. We use the memory the model has
accumulated so far (at−1) to guide the summarization of the
readings in the current time slot. By comparing the memory
state (which contains the current trajectory information for
the tag) with each reading within the time slot, the attention
mechanism calculates which readings are more trustworthy in
terms of the tag’s state (location, motion etc.). It thus gives
more weight (forces more attention) on the more informative
readings during summarization.

One issue is that each reading may be informative with
respect to different aspects (e.g., a reading may have similar
RSSI but may come from a previously unseen antenna). Thus,
we use the multi-head attention mechanism, which allow us
to perform feature summarization in multiple subspaces (one
head means one subspace) and compare the informative extent
within each subspace. We denote the readings from the current
time slot as Rt = [rt1, r

t
2, · · · , rtN ] ∈ RN×d1 . N is the number

of readings within the current time slot and at−1 ∈ Rd2 is the
memory from the last RNN unit. For ease of exposition, we
consider readings relating to a single tag and do not show the
indices t or t− 1 in the following.

1) We first linearly project a and each ri to a d-dimension
space as shown below. Wa and Wr are the projection
matrix to be learned.

RWr ∈ RN×d,Wr ∈ Rd1×d (2)

aWa ∈ Rd,Wa ∈ Rd2×d (3)

2) We partition the projected memory vector and the pro-
jected reading vectors evenly into H parts. We now
have H memory vectors in H representative subspaces.
A similar approach is taken for each reading vector,
and its subfeatures are mapped into these subspaces.
To formalize, within the hth subspace, we get one
memory vector a(h) ∈ RdH and N tag reading vectors
R(h) ∈ RN×dH , dH = d

H .
3) Within each subspace, we first measure the relativity

(attention) between the memory vector a(h) and all the
reading vectors r

(h)
i by computing the dot products

between the memory vector and each reading vector.
This yields a vector of N dimensions, where each
element represents the relative score for each reading.



We divide each element by
√
(dH) (to normalize), and

then apply a softmax function on the vector to obtain the
final attentions on each reading vector. The summarized
feature for all the readings within this subspace is
then the weighted sum of all the reading vectors as
shown in Eq. 4. Note that the summarized vector is of
dimensionality dH .

fSingleHead(a
(h), R(h)) = softmax(

a(h)R(h)T

√
dH

)R(h) (4)

4) We concatenate the summarized vector from each sub-
space and get the final summarized vector.

fMultiHead(a,R)

= [fSingleHead(a
(1), R(1)), · · · , fSingleHead(a

(H), R(H))]

(5)

5) The summarized sub-features in a summarized vector
are separated. To combine them we invoke a linear
transformation on the summarized feature vector as
shown in Eq. 6 and then, feed the transformed feature
into the GRU model as the input as shown in Fig. 2.

(6)xt = fMultiHead(a
t, Rt)Wm

During training, the parameters of the attention mechanism
that are to be learnt are the projection matrices Wa, Wr and
Wm. Given the input pairs and their ground-truth labels, we
use the gradient descent method to update Wa, Wr and Wm.
After training we get: a) Wa that projects the last memory
state to the proper subspaces so that in each subspace, the
dot-product value between the memory state and the reading
vector would capture the reading’s informative extent relative
to that subspace. b) Wr that projects the tag reading vectors to
proper subspaces so that the dot-product captures informative
extent (as in (a)); and c) Wm that merges the information from
the different subspaces and represent the summary in a way
that forms suitable input to the RNN.

C. How does DeepTrack Address Challenges?
We split a decision window into multiple time slots (see Fig.

3) to deal with diverse numbers of readings across tags. Doing
this makes the sequence length of the RNN (i.e., number of
repeating units) equal to the number of time slots (T ) within
the decision window. This allows us to control the model
complexity with T rather than the number of readings. As
mentioned before, one may observe thousands of readings
from some tags in a decision window, which introduces
tremendous complexity.

We apply the multi-head attention mechanism specifically
to handle noisy tag readings. Due to multi-path, the responses
from a tag may fluctuate widely in RSSI (or phase) even
if the tag is at a fixed location. Instead of using all of
them blindly, the attention mechanism recognizes the set of
responses that best describe the mobility state of the tag and
uses these for inference. The intuition is that the location for
a mobile tag changes somewhat slowly within the time slot
(since typical human shopping speed is limited) and therefore
the reliable signals tend to evolve gradually with time. The
proposed attention mechanism compares previous trajectory
information with the new readings and chooses the trustworthy
new readings that are consistent with the memory. Outlier

readings that yield considerably different features from what
is in memory are considered less trustworthy.

To address diverse mobility patterns, we choose not to adopt
Doppler shift or phase as a feature in our model although the
readers expose this information. As mentioned before, Doppler
shift is not of significance for stationary tags and phase
measurement is not reliable for mobile tags. Further, obtaining
these features in practice with multiple interfering readers is
challenging (as discussed later). Instead, we use two simple
attributes for each RFID reading: RSSI and antenna port ID.
The antenna port ID indicates the particular antenna (or beam)
of a particular reader that reads the tag. For consistency
between readings, we normalize the RSSI in the range [-1,
1]. Antenna port ID is a discrete attribute and is denoted by a
one-hot vector. As we will show later, DeepTrack has very
high grouping accuracy thanks to its carefully designed RNN
architecture despite working with such simple attributes.

V. EXPERIMENTAL SETUP

We conduct experiments in a 15m*15m area representing a
grocery store with an open space, with various metallic objects
and structures sparsely deployed in it. The ceiling is about 3
meters high and has metal equipment that create multipath.

RFID Equipment: We deploy four Impinj XArray RFID
readers covering the area as shown in Fig. 4 (readers are
marked with an X). Each is placed 2.5 meters above ground
to avoid close interaction with the metal pipes in the ceiling.
We deploy the readers and adjust their transmit powers to
allow only some but not too much overlap in their coverage.
This provides continuous coverage while minimizing cross-
reader interference. The XArray uses an antenna array that
creates 52 beams pointing in different directions. In practice,
there exists some coverage overlap between the beams due to
various reflections in the environment. The reader continuously
cycles over these beams, activating each for an amount of
time determined by an Impinj proprietary algorithm. We place
RFID tags on a cardboard box in varying orientations to
emulate a typical shopping bag that contains randomly placed
items. Each box is easy to carry for our volunteers, who help
us in experiments that involve mobility. Since we need all the
tags in the same group to move together, a person simply grabs
a box and walks around until she puts it back down. We have
a total of 36 boxes with each box having four tags on it.

Hyper-parameters for the model: In our implementation,
the decision window is 30 seconds and the time slot is 2
seconds; thus, there are 15 time slots in each decision window
and the sequence length parameter for the RNN is 15, i.e.,
there are 15 repeating RNN units. For the GRU, the number
of hidden neurons is set to be 256 and the number of output
neurons is set to 128. It has been shown that it is beneficial to
have more hidden neurons than output neurons [25]. For the
multi-head attention, we set the number of heads to be 16, and
set the dimension of each subspace to be 16 i.e., dH = 16.
We find empirically that these many heads is sufficiently large
to provide robustness to noises.

Training Dataset: We use the tagged boxes described
earlier to create 36 proximity groups in our training set. We
collect tag readings for two hours. During this time, two
people each choose one random box at a time and move
it to a random position. They do this repeatedly every 2
minutes. Hence, not only do we get information with respect
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to stationary box positions, but we also get mobile trajectory
information when people take the boxes and move them
around. Although a longer dataset with more trajectories could
boost the performance of the model, our set up and man power
were limited to collect data for such long periods of time.

Training Setup: We use batch gradient descent [26] to train
the model. At each step: (a) we feed a batch of input pairs
to the model corresponding to the readings of two tags within
a decision window. The pair label is true if the two tags are
from the same box (false otherwise). (b) Given the labels, we
do back-propagation and get the gradients for each parameter
towards minimizing the contrastive loss over the input batch.
(c) We then update the parameters based on their gradients
i.e., w(t)

i = w
(t−1)
i − α∂Loss

∂wi
, where α is the learning rate.

We have 100,000 training steps with a batch size of 256. The
start learning rate is 0.0005; we use an exponential decay [27]
on the learning rate with a decay step of 20, and decay rate
of 0.99. These values were empirically chosen.

During training, there is a high chance that a randomly
selected tag pair will have a false label. Since we minimize
the loss over all the training samples, if the ground truth for
the majority of them is false, the model is trained to favor
false outputs and will not able to learn true relationships.
We overcome this by constraining half of the samples to have
true labels and the other half to have false labels at each
training step. Even after we balance the samples, the number
of false pairs belonging to two nearby groups is much less
than the number of false pairs belonging to far away groups.
However, the pairs from the two nearby groups are more
important because it is harder to distinguish such pairs from
true pairs. To help the model identify false pairs from nearby
groups, we introduce the strategy of “training on hard samples
repeatedly.” At each training step, we keep the hard samples
that give large loss, and use them in the next batch for the
next training step. To avoid overfitting to outlier samples, we
first choose the top 10% of such hard samples and randomly
choose half of these to be included in the next training batch.

Benchmarking: Another potential approach to measure the
proximity between tags is dynamic time warping (DTW),
which analyzes the similarity between time series. Studies
such as [28], [29] have used DTW to analyze RFID phase
patterns. Our DTW implementation applies to readings from
a pair of tags, where each reading is a tuple (antenna location
and RSSI). To measure the distance between two tuples, we
use a weighted linear combination of the distance between
antenna locations and distance between RSSIs. We try several
weight choices in a limited set of offline tests and use the ones
that yield the best accuracy for our online experiments.

ID 0-2 min 2-4 min 4-6 min 6-8 min 8-10 min
A 46/46 41/46 45/46 39/46 46/46
B 39/46 42/46 43/46 40/46 41/46
C 41/46 43/46 44/46 43/46 44/46
D 40/46 43/46 45/46 45/46 45/46
E 46/46 44/46 44/46 42/46 43/46

TABLE I: The perfect shopping cart rate for each customer
in different intervals. The overall perfect shopping cart rate
is 93.39%.

VI. EVALUATIONS

In this section, we first present our experiments involving
mobile groups, followed by stationary groups. We then analyze
various aspects of our model in detail.

A. Evaluating Mobile Grouping Accuracy
Shopping Experiment: The objective is to track the shop-

ping carts of people in the store. We have five volunteers
labeled Customer A to E where each one is given a bag with
a reference tag attached to it. We distribute eight shelves in
the area and ask our volunteers to “shop” for tagged products
on these shelves. They mimic typical shopping behavior: a)
stay in front of a shelf and browse items for some time; b)
occasionally follow each other at a distance of 1.5 meters2; c)
occasionally cross paths with each other.

Scenario: The experiment lasts 10 minutes. Each customer
starts with three items in her bag. Customers A, B and C each
pick up one item (labeled as A1, B1 and C1, respectively)
and add it to their bags at the end of the 2nd minute. They
proceed to pick up another item each (labeled as A2, B2 and
C2, respectively) at the end of the 4th minute and pick up yet
another item each (A3, B3 and C3) at the end of the 6th minute
as part of their shopping journey. Finally, they put back one
item each (the one labeled as A1, B1 and C1, respectively)
at the end of the 8th minute. They continue shopping without
changing the contents of their bag until the experiment ends.
Customers D and E simply walk carrying their initial set of
items for 10 minutes.

Performance Metrics: We analyze the results in two minute
intervals, each of which consists of 60 time slots of two
seconds. By having a sliding decision window, we use our
model to make 46 grouping decisions in each phase. We define
assignment accuracy to be the percentage of tag assignments
that are correct; e.g., if 4 out of 5 tags are correctly assigned to
their respective groups, the assignment accuracy is 80%. We
also define, for each group, the perfect shopping cart condition
which requires the group to be completely (no missing items

2[30] shows that a comfortable distance between strangers is > 1.5m.
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Fig. 5: Embedding distances between Customer A’s refer-
ence tag (A0) and item tags (A1, A2, A3) are consistent
with Customer A’s shopping behavior.

from the group) and correctly (no extra items assigned from
a shelf or another customer’s bag) identified. In the above
example, suppose we have three groups G1, G2 and G3 and
5 tags. If one of G1’s tags is wrongly assigned to G2, this
violates the perfect shopping cart condition for both G1 and
G2. Although the assignment accuracy is 80%, the perfect
shopping cart rate is only 33.3% (one out of three groups).

Results: From the 46 tests in each phase, Table I shows
how many times a perfect shopping cart is obtained for each
customer. We see that DeepTrack consistently identifies the
correct group (≥ 45/46 cart rate) in 10 out of 25 instances.
The overall perfect shopping cart rate is 93.39% and the
assignment accuracy is 95.91% (not derived from the table).
We observed tag assignment errors when a customer stands
nearby another customer or is browsing a shelf too long during
some decision windows. Even if DeepTrack makes an error
of this nature, it corrects itself in the subsequent decision
windows as volunteers continue walking around. On the other
hand, DTW has an assignment accuracy of 90.34%, which
might seem promising since it is only 5% worse than what
DeepTrack achieves. However, the perfect shopping cart rate
is only 44% (results not presented in the interest of space).
DeepTrack’s RNN with attention mechanism combines the
RSSI and antenna ID based on consistency (i.e., attention to
prior associations) of readings, and does not blindly combine
the readings linearly (like DTW). This allows bad outlier
readings to be filtered implicitly and provides significant
improvement in grouping accuracy over DTW.

Tracking the Embedding Distance: To further analyze the
results, we plot the embedding distance between item tags and
a reference tag (here denoted as A0) for Customer A in Fig. 53.
We define the embedding distance between two tags as the
L2 norm of the difference between two embedding features.
We observe that at the end of the 2nd minute, the distance
between A1 and A0 becomes smaller, which is consistent
with Customer A picking up item A1. Similarly, the distance
between A2 (A3) and A0 decreases at the end of the 4th minute
(6th minute). At the end of 8th minute, when Customer A puts
back item A1, the distance between A1 and A0 increases again.
Interestingly, when Customer A is nearby a shelf (e.g., when
she picks up A1 at the end of the 2nd minute) the distance
between A0 and other items on the shelf (A2 and A3) also
decreases. As mentioned before, items from a nearby shelf

3We observe similar behavior for other customers and hence omit their
results in the interest of space.

Different interactive ways assignment accuracy
follow, 1.2m 75.97%
follow, 1.8m 91.25%
follow, 3m 95.54%
swing, 1.8m 100%
move random, cross paths 100%
move random 100%

TABLE II: The assignment accuracy of two mobile groups
when one interacts in different ways with the other.

XArray 1XArray 3

XArray 2XArray 4

B1

B2

Fig. 6: Box 2 is static and positioned at one corner. Box
1 moves towards Box 2 from the opposite corner and then
moves back upon reaching Box 2.

(or another customer) may be temporarily assigned to a group
in these scenarios. One way to address this is to apply a low-
pass filter on the distance curve to smooth out these pulses.
We leave this investigation for future work.

Effect of Trajectories: Next, we take a closer look at
how different interactions between people impact the grouping
accuracy. We ask two volunteers to carry one box each (B1 and
B2) in four different ways: (a) B2 follows the same trajectory
as B1 staying behind at some fixed distance; (b) B2 follows B1

maintaining a fixed distance but moves (swings) left-to-right,
which makes their trajectories different; (c) both B1 and B2

walk randomly but intentionally cross paths some of the time;
and (d) both B1 and B2 move around randomly.

We collect data for ten minutes with each scenario and
perform 1000 group assignments. Table II shows that when B2

follows B1 with the exact same trajectory closely (1.2m), the
assignment accuracy is 75.97%, which is low but acceptable
since a shopping cart itself is about 0.8m long. The assignment
accuracy improves with separation between B1 and B2. We do
not expect two people to follow each other exactly for such
prolonged durations in practice. For different trajectories, we
see that the model has 100% assignment accuracy.

Fidelity and Robustness: Next, we investigate if the model
is smart enough to learn physical distances between groups
with high fidelity. Recall that we train the model with only
true or false labels without any particular physical distance
information. Using binary true and false labels is more
practical than keeping track of physical distances between each
pair of tags at all times. We put B1 and B2 on two opposite
corners as shown in Fig. 6. We take B1 and walk with it
towards B2 for 60 seconds, followed by carrying it back to its
starting position for 60 seconds. Since we have four tags on
each box, there are 16 tag pairs between the two boxes.

Fig. 7 plots the embedding distances for all tag pairs
between B1 and B2. The embedding feature for a tag at the
tth second is obtained from the decision window centered at
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Fig. 7: Embedding distances between 16 pairs of tags
between Box 1 and Box 2 is consistent with the physical
distance between Box 1 and Box 2 as described in Fig. 6

that second. As expected, the embedding distance is large at
first. It decreases as B1 moves closer to B2 and increases
when B1 moves away from B2. This shows that the embedding
distance is “generally” consistent with the physical distance;
although the model is trained with discrete binary ground truth,
it effectively learns continuous distance approximations. We
also note that the tags on the boxes are placed at different
orientations. The fact that all curves are clustered tightly over
time, indicates that our model is robust to tag orientations.

B. Evaluating Stationary Grouping Accuracy
Locality of Assignment Errors: We evaluate the accuracy

for stationary groups where we position 36 boxes on a 6*6
grid. We denote each group by its row and column on the
grid, that is (r,c). The distance between two nearby boxes in a
row or column (e.g., (r,c) and (r+1,c)) is approximately 1.2m.
We choose a random tag from the four tags on each box as
the reference tag; the others are the “non-reference” tags that
we need to assign to one of the 36 groups. In addition to the
model from the previous section (let us call it Model A), we
also introduce Model B that is specifically trained with data
obtained by placing the boxes on the exact same positions on
the 6*6 grid (recall that Model A is trained on random box
positions and with movement).

We define the term assignment error for a tag where we
calculate the physical distance on the grid between its assigned
group and its correct group (i.e., ground truth). If a tag is
correctly assigned, this error is 0. We plot the Cumulative
Distribution Function (CDF) of the assignment error using
Model A and Model B in Fig. 8. We observe that a large
fraction of the tags are assigned correctly (≈70% for Model
A and ≈95% for Model B) and assignment errors are limited
to adjacent boxes for most of the tags (≈91% for Model A and
≈98% for Model B). We expect Model B to perform better
since it is trained with the same box positions. The important
observation here is that for more than 90% of the tags, the
more general model (Model A) performs comparably to Model
B (a model trained with the exact same locations of the boxes).
This suggests that although Model A has not seen the exact
box positions in its training data, it successfully “transfers”
its knowledge learned from other positions. This is especially
useful if the model is to be applied in generic settings.

Robustness to Multipath: We next evaluate grouping accu-
racy when the environment changes dynamically. We again use
the same 6*6 grid placement but now collect readings while

volunteers walk around the boxes (without moving them).
To create additional multipath effect, we ask some people to
carry large reflector objects (boards of dimensions 0.8m*0.4m
covered by aluminum foils).

We plot the embedding distances between 16 tag pairs using
three boxes (Box (1,1), Box (1,3) and Box(1,5)) in Fig. 11. We
see that the embedding distances between tags on the same box
(e.g., Box (1,1)) are much smaller compared to the embedding
distances between tags on different boxes. Further, embedding
distance increases with inter-box distance showing that the
model learns the relative physical distances between static
boxes (consistent with earlier results with mobile boxes). More
importantly, even though we artificially induce significant
reflection, the distance curves do not exhibit abnormal changes
showing that our model is very robust to multipath.

Impact of Beamforming: We find that in general it is
harder to disambiguate between two nearby stationary groups
that are positioned along the radial direction of a reader (e.g.,
groups A and B in Fig. 9). This is in contrast to other
pairs of stationary groups that are orthogonal to the radial
direction, i.e., tangent direction (e.g., groups C and D in
Fig. 9). To evaluate this, we place two boxes (separated by
a fixed distance of 1.2m) along different directions in the
vicinity of a reader. Fig. 10 shows such placements along the
radial and tangent directions together with the corresponding
grouping accuracies. We see that the accuracy along the
tangent direction is considerably higher than that of the radial
direction. This is due to the fact that in the tangent direction the
discrimination comes mostly from different beams (antenna
port ID attributes). In contrast, in the radial direction both
groups are usually covered by the same set of beams where
their RSSIs become more important. This shows that the
beamforming capability of the readers is critical to achieve
a high grouping accuracy. We envision that with systems that
could generate sharper beams, the accuracies reported here
could be further improved.

C. Evaluating Model Aspects
Relative Importance of Features: Recall that we train

our model with two features: antenna port ID and RSSI. Next,
we evaluate the model with one of these attributes absent, to
gauge their individual contribution on grouping accuracy. To
remove the impact of RSSI, we set its value to be 0; to remove
the impact of the antenna port ID, we use an all-zero vector
instead of the one-hot vector. We evaluate two scenarios: a)
tracking eight mobile groups and b) tracking eight stationary
groups. Table III captures the impact of the different attributes
individually and jointly on the assignment accuracy and the
perfect shopping cart rate. We see that: 1) the antenna port ID
is the most important attribute in both scenarios; however, by
itself it is insufficient in yielding a high perfect shopping cart
rate, 2) combining antenna port ID with RSSI is critical since
even small gains in assignment accuracy lead to much bigger
gains in perfect shopping cart rate, 3) the combination of the
two features is more beneficial, especially for static groups.
We point out that mobile groups typically move across beams
(corresponding to multiple antenna port IDs) while the static
groups need the RSSI feature to distinguish between groups
that are in the same beam zone.

Impact of Attention Mechanism: Next, we examine the
extent to which our attention mechanism helps in crafting
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beam are more distinguishable in terms
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Groups positioned along the beam are
more distinguishable.
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Fig. 11: Embedding distances between tags on Box (1,1),
Box (1,3) and Box(1,5). The model learns relative distance
and is robust to tag orientations, heights and multipath.

Assignment Accuracy Perfect Shopping Cart Rate
Features Mobile Static Mobile Static
ant. port ID + RSSI 98.18% 99.79% 95.40% 98.46%
RSSI 33.54% 22.98% 9.30% 5.96%
ant. port ID 94.14% 78.42% 87.80% 54.30%

TABLE III: The impact of different attributes on assignment
accuracy and perfect shopping cart rate.

good summaries for the RNN. We train an alternative model
which also uses RNN, but applies fully connected layers for
summarization (labeled as the traditional method in Table IV).
This model learns static weights to summarize the readings
within one time slot in contrast to the multi-head attention
mechanism. Table IV compares both methods for two cases:
a) tracking eight mobile groups and b) tracking eight stationary
groups. We see that although the traditional method achieves
high assignment accuracy, it still has relatively low perfect
shopping cart rates. Since the traditional method learns a fixed
function for summarization, it cannot recognize informative
readings dynamically and does not adapt accordingly; this
translates to the relatively low perfect shopping cart rates. With
its ability to focus on reliable readings, multi-head attention
provides significant improvements in both scenarios. This is
more pronounced with respect to mobile groups, since in this
case the model typically has fewer reliable readings at each
location (attention helps discovering reliable readings).

Visualizing the Attention Mechanism: With multi-head
attention, we sum the scores in 16 subspaces (each score is in
[0,1]) and use this as the attention score for the reading. We

Assignment Accuracy Perfect Shopping Cart Rate
Summarization Mobile Static Mobile Static
Multi-head attention 98.18% 99.79% 95.40% 98.46%
Traditional method 92.70% 96.27% 84.80% 92.17%

TABLE IV: The impact of the multi-head attention mechanism
on assignment accuracy and perfect shopping cart rate.

now show how the model pays attention using a simple case
focusing on one static tag’s readings in Fig. 12a. For each
reading, we show the associated antenna port ID, the RSSI
and the attention score the model computes.

In the first time slot (cold start), the readings with larger
RSSI (coming from beam 34) get higher attention scores. With
no trajectory memory, it is reasonable to “trust” readings with
large RSSI. In the second time slot, although the reading from
a further beam (32) has the largest RSSI (possibly because
of reflections), the model pays more attention to the reading
from beam 42. The model’s choice is wiser since beam 42
is closer to the previous location (beam 34) and has a large
associated RSSI (though not the highest). In Fig. 12b we mark
the location with the highest attention score in time slot i with
label i. We see that the chosen beams are clustered and are
consistent with the static tag’s physical location. This result
(among many others we have seen) shows that our model can
recognize informative readings dynamically, and thus is able
to deal with noisy readings caused by multipath.

We also observe interesting cases with mobile tags. As
shown in Fig. 12c, although the tag is read by many beams
(marked by orange arcs), the model pays more attention to the
readings that follow along the tag’s physical trajectory (de-
noted by the large arrow). The locations of readings with the
highest attention scores in successive time slots are connected
with consequent arrows. It might seem that the readings chosen
are not perfectly aligned with the physical trajectory; however,
we point out that only a subset of the beams are active within
each time slot and the best antennas covering the ground truth
locations may have not been activated at the time of traversal.

Scaling DeepTrack. The number of readings for one tag
within each time slot could decrease due to contention between
tags. To examine how our model scales with the number of
tags, we evaluate the assignment accuracy with two static
groups (1.2 m apart) by progressively deploying more tags in
the vicinity. Table V shows that the grouping accuracy when
we use a 2s time slot reduces as we increase the number of



Time slot 1 Time slot 2
Antenna RSSI Score Antenna RSSI Score

34 -56.5 2.70 42 -58.0 4.09
34 -57.0 2.57 42 -69.0 1.09
34 -69.5 1.06 48 -60.5 2.17
40 -58.5 2.05 48 -71.5 0.90
40 -71.0 1.02 50 -60.0 2.67
17 -60.5 2.05 13 -68.5 0.95
17 -60.5 2.05 32 -57.5 3.16
42 -58.0 2.52 32 -69.5 0.97

(a) Readings of a static tag and their attention scores cal-
culated by the attention mechanism. The reading with the
largest attention score in the first time slot is the one with
the largest RSSI. The reading with the largest attention
score in the second time slot is the one with large (not the
largest) RSSI from antenna 42, which is physically close to
previously seen antenna 34 (see (b) or (c) for antenna map).
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(c) The antennas with orange arc
are the antennas that ever read the
tag. The antenna with mark t are
the chosen antenna within tth time
slot. The marked antennas follow
the mobile tag’s physical trajectory.

Fig. 12: Case study on how attention mechanism works on both static and mobile tag readings

Number of extra tags 2-sec time slot 4-sec time slot
0 99.77% 99.63%
62 99.93% 99.90%

124 99.93% 99.83%
224 99.31% 98.91%
288 97.85% 99.57%
448 97.72% 99.87%
512 95.15% 99.14%

TABLE V: With more tags, the assignment accuracy decrease
a little. One way to mitigate such performance gradation is to
have longer time slots and decision windows.

extra tags. This reduction is not noticeable until the number of
extra tags reaches 288. As we further increase the number of
extra tags, the reduction is more apparent where the accuracy
is 95.15% for 512 extra tags. Increasing the time slot duration
to 4s restores the accuracy to 99.14% since it helps accumulate
sufficient readings. This shows the existence of a tradeoff
between the grouping accuracy and latency.

VII. RELATED WORK

RFID Tag Localization and Tracking: Early works on
RFID localization (e.g., [31] - [32]) fail to deal with the impact
of multipath on the signal. Thus, their localization accuracy
in retail environments is not sufficient for proximity grouping.
Other studies take special measures to handle multipath in their
quest to achieve very accurate RFID tag localization. Some
of these ([33], [34], [28]) move the reader antenna to collect
signal measurements while some leverage communication over
a very large bandwidth [11]. Although these studies show
highly accurate localization results, they do so for static tags,
which are suitable for collecting prolonged measurements (as
long as six seconds as reported in [11]). Clearly, the dy-
namic nature of tag movement in retail environments presents
challenges for such techniques. Techniques on RFID tag
tracking [35], [36], [12] usually work with the assumption that
tag trajectories and speeds may be known in advance. They
implement inverse synthetic aperture radar or holograms to
precisely track tag movement. Such techniques are impractical

for large area deployments (e.g., retail stores) with hundreds of
tags, where people move in unpredictable patterns. In contrast,
DeepTrack does not rely on precise tag localization and thus
is not limited by the same challenges.

Customer Behavior Mining using RFID: There are recent
studies ([29], [37], [38]) that focus on using RFID for detecting
customer purchase patterns in retail stores. These studies advo-
cate using low-level signal features such as Doppler frequency
shift and phase, to identify certain product interactions (e.g,.
pick up) or discover correlated items (e.g., held by the same
customer). Using phase or Doppler measurements in large
retail stores is limiting for several reasons. First, for reliable
measurement of these features, one requires slow reading
modes extending the time required to collect them. Second,
they require the reader to stay on one channel, which is not
universally available, e.g., FCC in the U.S. requires readers
to implement frequency hopping. Third, they suffer from
interference between readers and the coupling effect between
closely spaced tags [39] (e.g., items randomly placed in a
shopping bag), yielding extremely noisy measurements. To
verify this hypothesis, we trained a more sophisticated model
that uses phase and Doppler (in addition to antenna ID and
RSSI) and observed very marginal gains (results not presented
here). We make a novel contribution by showing that deep
learning makes it possible to identify proximity groups with
easy to obtain features such as antenna ID and RSSI.

VIII. CONCLUSIONS

In this paper, we formulate what we call the spatio-temporal
proximity grouping problem for RFID tags, which could be the
building block for emerging retail applications such as mining
customer shopping behaviors and seamless checkout. To solve
this problem, we design a novel framework DeepTrack
which maps recent advances in neural networks and natural
language processing to the problem at hand. DeepTrack
infers static and mobile tags that are grouped together in
nearby proximity and is robust to multipath and non-line-of-
sight environments. Our evaluations show that high grouping
accuracies are possible which suggests the promise of this
technology in the future of retail.
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