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Abstract. The IEEE 802.11 protocol inherently provides the same lemngy
throughput to all the clients associated with a given acpeast (AP). In this
paper, we first identify a clever, low-power jamming attaleittcan take advan-
tage of this behavioral traithe placement of a low-power jammer in a way that
it affects a single legitimate client can cause starvatiorall the other clients

In other words, theotal throughputprovided by the corresponding AP is dras-
tically degraded. To fight against this attack, we design, Rl&ross-layer anti-
jamming system that detects such intelligent jammers atigaés their impact
on network performance. F1JI looks for anomalies in the Addldistribution to
efficiently perform jammer detection. It then makes decisiwith regards top-
timally shaping the traffic such that: (a) the clients that are noli@tp jammed
are shielded from experiencing starvation and, (b) the jathalients receive the
maximum possible throughput under the given conditions.ivf@dement FIJI

in real hardware; we evaluate its efficacy through experimen a large-scale
indoor testbed, under different traffic scenarios, netwdehksities and jammer
locations. Our measurements suggest that FIJI detectgauchers in real-time
and alleviates their impact by allocating the availabledvédth in a fair and
efficient way.
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1 Introduction

The proliferation of IEEE 802.11 WLANs makes them an ativadarget for malicious
attackers with jamming devices [1, 2]. A jammer typicallyienelectromagnetic energy
thereby causing(a) prolonged packet collisions at collocated devices, @r)gacket
transmission deferrals due to legitimate nodes detectimgimuous medium activity.
Hence, jamming attacks can lead to significant throughpyradkation, especially when
they intelligently exploit the properties of the MAC protdn use.

In this paper, we first identify a clever jamming attack whtre jammer can not
only hurt its intended victim, but cause starvation to otti@nts that are associated
with the same AP as the victim. We call this attack thwplicit-Jammingattack. We
design and implement F1JI, a cross-layer anti-lammingesygo effectively detect such
jammers and mitigate the impact of their attack.

* This work was done partially with support from the US Army Baxxh Office under the Multi-
University Research Initiative (MURI) grants W911NF-08318 and the NSF NeTS:WN /
Cyber trust grant 0721941.
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The implicit-jamming attack: Aninherent characteristic of the IEEE 802.11 MAC
protocol is that under saturated traffic demands, an AP §aqoeint) will provide the
samelong-term throughput to all of its affiliated clients [3]. &f client cannot receive
high throughput from its AP for any reason (e.g. long-diseaAP—client link or high
levels of interference at the client side), the AP will sparldrge amount of time serv-
ing this client at a low transmission bit-rate; this rate &@edmined by the rate adap-
tation algorithm in use. This will compel the AP to serve eatlits other “healthier”
clients (to which it can support higher transmission ratesymaller periods. In other
words, the AP does not distinguish between clients with &INR links and clients
with high-SINR links; the long times taken to serve the forrolass of clients hurts
the time available to serve the latter class of clients. Deisavior is referred to gbe
performance anomalgf 802.11 [4] and is caused by the inherent design principles
the IEEE 802.11 MAC protocol (described in more detail intigec?).

The implicit jammer exploits this anomaly. To illustrat@nsider the scenario de-
picted in Fig. 1. In this scenarida) all clients have high-SINR links with their AP in
benign conditions, antb) a low power jammer is placed next to a particular client (say
client C) such that it does ndirectly affect any other client of the AP. The jammer
causes high levels of interference at cli€hind thus, most of the packets sent by the
AP to C' are not successfully received. This in turn causes the ABdage the trans-
mission rate used to ser¢e (an inherent property of rate adaptation). As a result, the
AP spends more time attempting to setveand this reduces the fraction of time that
it provides to its other clients. Thus, the throughput oftad clients drops significantly
due to the jamming of only clier@'. In other words, jamming a small subset of clients
(even only a single client) implicitly affects all the clisnthat are affiliated with the
same AP.
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Fig. 1. Implicit Jamming: The jammer takes advantage of the 802.11 performance ayjomal
Using very low transmission power, it simply attacks cliéhtThis is sufficient to tremendously
degrade the throughput of all clients.

The impact of the implicit-jamming attack: In order to demonstrate the potential
impact of this attack on the performance of the network, wedcet a set of prelimi-
nary experiments on our wireless testbed (described latgdtion 4). In particular, we
construct the scenario in Fig. 1, where an AP maintains ongeéssions with 5 clients
and transmits saturated unicast traffic to all of these tdieWe place a jammer 7 ft.
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away from one client@). The jammer emits energy continuously at 0 dBm (1 mW),
such that it causes interference to cliéhonly. Fig. 1 depicts our throughput measure-
ments, with and without the jammer. We observe that in themd®s of jamming each
client receives 4.1 Mbits/sec, on average. When the jamsienabled, however, the
long-term throughput odlll clients drops to 90 Kbits/sec.

FIJI: An anti-jamming system to mitigate the implicit-jamm ing attack: In or-
der to alleviate the effects of this intelligent attack, wesign and implement FIJI, a
distributed software system that is executed locally atARs. With FIJI, the AP is
able to quickly detect an implicit jamming attack and idgntine clients that are under
the direct influence of the jammer(s). Furthermore, via ammdthset of online calibrat-
ing measurements that characterize the impact of the attael\P shapes the down-
link traffic such that{a) the jammed clients receive the maximum possible throughput
given the circumstances, arfd) the rest of the clients are unaffected, i.e., shielded
from the influence of the jammer(s). Some parts of FIJI ardémented on th€lick
software framework [5] and the rest are implemented on tledfirmware of our
wireless cards. Via extensive experiments, we observeRldateffectively mitigates
the implicit-jamming attack on an 802.11a/g wireless tedtb

Our work in perspectiveF1JI can be potentially applied in scenarios wherein jam-
mers attack APs directly. However, in this work, we focus ddrassing intelligent
jammers that exploit the performance anomaly at the clielg. $vioreover, note that
the impact of implicit jamming is exacerbated in downlin&ffic scenarios; with up-
link traffic, jammed clients will simply defer accessing threedium and will thereby
allow the other clients to obtain higher levels of access.

The remainder of the paper is structured as follows. In se@j we provide a brief
background on the performance anomaly in 802.11 as wellramjag attacks, and
discuss related studies. In section 3, we describe the dihimming detection and
mitigation with FIJI, our anti-jamming system. We describe implementation of FIJI
and evaluate its effectiveness in section 4. Section 5 gesvihe scope of our study.
We conclude in section 6.

2 Background and Previous Work

In this section, we first describe the so-called performammenaly with IEEE 802.11
and efforts related to addressing the anomaly. We then sigamming attacks in brief
as well as prior work related to anti-jamming.

2.1 Performance Anomaly in 802.11 WLANSs

Heusse et al. [4] were the first to observe that the long terautfhput of all the clients
associated with an AP in a WLAN is limited by the client wittethoorest link. This
effect eventually provides the same long-term throughpuatlit clients. Although [4]
considers uplink traffic, this “anomaly” arises with dowlitraffic as well [6, 7]. With
either uplink or downlink saturated traffic, 802.11 prowdsgual medium access prob-
ability to all links. Let us consider the downlink scenarin AP—client link with



4 loannis Broustis et al.

low SINR will coerce the rate adaptation mechanism at the Ase a low transmis-
sion rate for this client. Thus, when attempting to serve tfient, the AP will spend
large amounts of time. Given that the AP will access the chlwith equal probabil-
ity for low-SINR clients and high-SINR clients (higher bate, shorter transmission
durations), the latter will be served for smaller proparfi@f time.

Let us assume that AR is sending saturated unicast traffic to each okitdients.
The theoreticalinstantaneous transmission rate from ARowards clientc;, where
i € {1, ...,k}, is astep function of the SINR for this client [8]. In this vikpwe consider
fe; to be the instantaneodgliverablerate towards client;, which in practice may not
always be equal to the transmission rate (especially atraigs). Each client; of AP
a will receive thesamethroughpuftl; in the long term; this throughput is given by:

B 1
—_— =M, ———
D1 fi 2i1 jl

In the above equationl/,, is the fraction of the time that AR is able to access the
medium, given the contention with its co-channel neighlamicks. We assume that AP
« transmits data packets of the same lengtto all clients. From the above equation it
is evident that if a client; receives low throughpuall clients will also receive equally
low throughput under saturated conditions. Note that thenpmenon has been taken
into account during the design of previous performance awpment algorithms for
WLANSs; examples can be found in [3], [6], [7], [8]. All thestusdlies take the anomaly
as a given and try to improve the network performance thratbér intelligent strate-
gies, such as AP load balancing and power control. In othedsysuch studies are
inherently based on the fact that the 802.11 MAC protocoVigies long-term fairness.
Clearly, when this property of 802.11 is exploited by a malis attacker, the perfor-
mance of the schemes that are based on this property is atgoromised. Hence, the
existence of a mechanism that detects and mitigates suchgesrbecomes very vital.

Studies on mitigating the performance anomaly in 802.11There have been nu-
merous efforts on addressing the anomaly in 802.11. Modtehteither require sig-
nificant modifications on the 802.11 protocol functionabtythey are very difficult to
implement in practice.

Packet aggregationRazafindralambo et al., [9] propoBPAS a technique that in-
volves packet aggregation with dynamic time intervals WHAS, nodes transmit con-
secutive packets back-to-back, separated by a SIFS pd@dAs a result, high-rate
clients are able to transmit/receive many packets duriradlacated time interval. How-
ever, packet aggregation requires modifications on thel@Q#totocol, in order to allow
back-to-back data frame transmissions.

Contention window manipulationKim et al., [11] show that the anomaly can be
addressed by tuning the 802.11 contention window size. theypute the minimum
value of the window for the elimination of the anomaly. Théstinique, however, re-
quires modification to the algorithm that selects the valula® contention window in
802.11. In contrast, our proposed scheme (described irotlosving section) does not
require any changes to the 802.11 protocol semantics.

Data traffic manipulation: Bellavistaet al, in [12] proposeMUM, an application-
level middleware for facilitating multimedia streamingngees. MUM tries to detect

T, = M, - (1)
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the anomaly by monitoring the RSSI of received packets atichang the good-
ness of links. It employs the Linuxc/ i pt abl es to implement a hierarchical token
buffer scheduler [13] that “differentiates” data transsioss towards low-rate nodes.
The RSSI, however, cannot accurately capture the levelsrieation and interference
[14]. In addition, [12] uses a limited set of 4 static ratesslkas for traffic differentia-
tion; this setting is not adequate in jamming scenarios, as we $haection 4 Along
the same lines, Dunet al,, [15] propose a heuristic for allocating a packet size taeve
client, which is proportional to the transmission rat show in section 4 that the use of
this heuristic during an implicit-jamming attack leads wnse undesirable effects that
in turn lead to poorer throughput than what is possible withlIFSimilar approaches
are followed in [16, 17] and [18]. Finally, Yang et al. [19]awptically model a WLAN
with stations that support multiple transmission ratesritieo to demonstrate the per-
formance anomaly. In contrast with these studies, ourjantming solution addresses
the fact that the maximum transmission rate achieved bygesilient can bound the
total AP throughput. From the above discussion, as well am@asurements in section
4, it becomes evident that prior efforts on overcoming thégumance anomaly prob-
lem in 802.11 cannot efficiently mitigate implicit jammek&e approach the 802.11
anomaly from the security point of view; in particular we p¥ae a case where a ma-
licious adversary can remotely exploit this feature as aenability to cause complete
starvation to the associated clierf]l is effective against the implicit jamming attack,
provides the best trade-offs between throughput and fagaed does not require any
modifications on the 802.11 protocol.

2.2 Jamming in Wireless Networks

Jammers are classified into two main categories based arbetgaviors.

— Constant jammers: They emit electromagnetic energy all the time. This jamming
technique is not usually adopted, since it depletes thestyattf mobile jammers
rather quickly. This category includegeceptivgammers [20], which transmit seem-
ingly legitimate back-to-back data packets. With this,afgive jammers can mislead
other nodes and monitoring systems into believing thatitagte traffic is being sent
over the medium.

— Intermittent jammers:They conserve battery life by emitting energy intermitignt
As examples: (iRandomjammers alternate between random jamming and sleeping
periods. (ii))Reactivgammers emit energy right after the detection of traffic om th
medium, and remain inactive as long as the medium is idle. ifffdementation
of reactive jammers is difficult; the detection and alleiaatof such attacks is very
challenging.

Previously proposed anti-jamming techniquesPrior work has focused on the im-
pact of jamming on the performance of isolated wirelessslifflo the best of our knowl-
edge, FIJI is the first system to examine the effects of intphcming on theoverall
performance of WLANs. Some previous studies employ frequéopping techniques
to avoid jammers [21, 22, 23]. We do not adopt such technigueBll, since frequency
hopping cannot overcome wide-band jammers [2], which gpalgie of jamming a plu-
rality of the available bands simultaneously. Moreovexgfrency hopping has limited
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effectiveness when multiple collocated jammers operatditferent frequencies. FIJI,
however, can be complementary to frequency hopping.

Gummadiet al. [21] show that even ultra-low power jammers can corrupt gre r
ception of packets; towards coping with these jammers theggse a rapid frequency
hopping strategy. Navdet al.[22] implement a proactive frequency hopping protocol
with pseudo-random channel switching. They compute thiengbfrequency hopping
parameters, assuming that the jammer is aware of the freguepping procedure
that is followed. Xuet al. [23] propose two anti jamming techniques: reactive channel
surfing and spatial retreats. However, they do not consid2rif networks. In [20], ef-
ficient mechanisms for jammer detection at the PHY layer aveldped. However, the
authors do not propose any anti-jamming mechanisms. Thk wd24] suggests that
the proper adjustment of transmission power and error ctiorecodes could alleviate
jamming effects. However, it neither proposes an anti-jamgnprotocol nor performs
evaluations of these strategies. Along the same lines,ndriNoubir [25] present an an-
alytical evaluation of the use of cryptographic interleawegith various coding schemes
to improve the robustness of wireless LANSs. In subsequenkWdoubir and Lin [26]
investigate the power efficiency of a jammer. They show thahé absence of error-
correction codes a jammer can conserve battery power byhysiteptroying only a por-
tion of a legitimate packet. Finally, Noubir [27] proposesambination of directional
antennae and node-mobility in order to alleviate jammers.

None of these efforts consider the implicit jamming attadldj is the first system
to address this attack.

3 FIJI to Combat the Implicit Jamming Attack

In this section, we describe the design of our anti-lammuoftsare system, FIJI. The
goal of FIJI is twofold:

1. To detect the attack and restore the throughput on clibatsare not explicitly
jammed (we call these clienthealthy” ).

2. To maintain connectivity and provide the highest posdiltoughput to clients that
are explicitly jammed (we call these clierffammed” ).

FI1JI involves the co-design of two individual modules, exted at the AP: aetection
module and araffic shapingmodule. We have implemented the two modules in the
kernel space (we provide implementation details in sectjon

Attack model: In this work, we focus on low-power deceptive jammers. Irtipar
ular, we assume that the jamming device has the followinggntes:

— It is placed next to legitimate clients. With this, the jaemis able to distort pack-
ets destined to the jammed client(s). In addition, the jammeonstantly transmit-
ting packets back-to-back, thereby prohibiting the jamuigshts from accessing the
medium.

— It operates at very low power. As discussed earlier, therjansimply needs to ex-
plicitly affect one of the clients of the AP. By transmittiagjlow power the jammer
can conserve energy and make the detection of the attacklargfing task.
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— Itis able to operate on a wide band (covering all the avilabannels); this makes
frequency hopping technigues inappropriate.

We describe the operation of the detection and the traffipisgamodules in what
follows.

3.1 Detecting the implicit-jamming attack

The purpose of this module is to make the AP capable of detetttie jammed clients.
Previous jamming detection schemes assume that the jamodedisralways the one
that performs the detection. However with the implicit-jaimg attack, the AP needs to
detect the jammed client(s) in order to prevent the througsfarvation of the healthy
clients. As an example, in [20] the jammed node performs a consistetmayk between
the instantaneous PDR (Packet Delivery Ratio), and the R&ieived Signal Strength
Indicator) that it measures on its antenna. If the PDR iseexély low (i.e., almost zero),
while the RSSI is much higher than the CCA thresRptte node is considered to be
jammed. With the implicit jamming attack, however, the ARedmot know the RSSI
value that is observed by each of its clients. Thus, the ambran [20] does not allow
the AP to detect the implicit jamming attack.

Measuring the transmission delay per client:FIJI relies on measuring the data
unit transmission delay., = B/ f., of every clientc; at the AP. More specifically,
the denominator of Eq. (1) is the aggregate transmissicayde|, incurred by AP«
in order to serve all of its associated clients once; it isstm of the individuall,,
values; € {1, ..., s}, of thek clients that are associated with AH3]. In other words,
if we assume saturated downlink traffid,, corresponds to the average time that AP
« needs in order to send one data unit to every client. The \afli&, is the same for
all clients, and the transmission deldy, of client ¢; contributes to the value ab,,.
Hence, a sudden, very large incremenbig indicates that one or more of thlg, values
has suddenly increasethiis would imply that one or more clients are under attack
Towards calculatind,, AP « needs to measure tlag, value for every client; (this
includes possible retransmission delays and the rat@igaaterhead). Measuringd..,
will directly reveal the jammed clients: the valued) for a jammed client; is likely
to be much higher than the delays of the other clients. We tatigpdetection strategy
in FI1J1.

3.2 Shaping the traffic at the AP to alleviate jammers

A trivial solution to the problem of mitigating the attack wld be for the AP to simply
stop serving the jammed clients. However, this would be igrdance in many cases
the jammed clients might still be able to receive data, alfieiower rates. We opt to
provide afair bandwidth allocation solution; our twofold objective issinultaneously
achieve the following:

2 The CCA (Clear Channel Assessment) threshold specifies$i$ ®ilue below which, recep-
tions are ignored with regards to carrier sensing [8].

3 The rate scaling overhead accounts for the higher delaysridt due to transient lower rates
that the rate adaptation algorithm invokes.
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— Objective 1: For each of the healthy clients we seek to provide the samedmput
that they would have enjoyed in the absence of the jammerpiier to the attack.

— Objective 2: A jammed client typically cannot receive much throughputocesy as
the jammer is active. Hence we want to provide to every jameliedt the maximum
possible throughput that it can receive, given that objectiis satisfied.

We refer to the state where these objectives are met agptimaal state

We propose a real-time, cross-layer software system t@atéithe effects of the
implicit-jamming attack. The system is implemented pairtlthe Click module [5] and
partly in the wireless driver/firmware. Click receives infation from the MAC Layer
with regards to the properties of the jammed clients. The-&Rent traffic is then ap-
propriately shaped and forwarded down to the MAC layer atthe

i) DPT: Controlling the data packet size: With this strategy, the AP fragments the
packets destined to jammed clients; each such smaller &agisinow an independent
packet. We call this approach DPT fidata Packet TuningWith DPT, the rate at which
these smaller packets are sent to the MAC layer is equal toatieeat which normal
packets were forwarded to the MAC layer, prior to jamming.TD®expected to have
the following effects(a) The transmission of small data packets is more robust to in-
terference due to jamming; hence these small packets are likely to be correctly
deciphered by the jammed clien{b) The rate at which the AP accesses the medium
for the jammed clients remains unchanged; however, thengh@aacupancy time that is
spent for them is reduced, due to transmitting smaller patckgammed clients. Hence,
the AP will allocate a larger fraction of time for healthyemiits.

Deriving the optimal data packet sizeQur target is to determine the right packet
size such that the optimal state is reached. The problemhidng this state is formu-
lated as follows.

Let us suppose that AR hask associated clients, and thatclients are being
jammed, withn < k. Our objective is taninimize the aggregate transmission delay
D/ of all the jammed clients/, i € {1,..,n} of AP a. In other words, we seek to
minimize

Di:§dc%’ :Efcg] )

where.J; is the data unit length for jammed client, while fc%; is the deliverable rate
ate/.

K2

Constraint: Thed,, value of each jammed cliemf must be at least equal (and as
close as possible) to its data unit transmission délayn benign conditions:

J; B
>—,Vien,

J .
cy Ci

X1: d] >d., =

where B is the default data unit length that the AP is using for akts, andf., is
the deliverable rate to/ in benign conditions. As explained earlier, the valuelnf
is the same for all clients that are associated withcAH we sum constraink 1 over
all jammed clients, the left hand side of the inequality is objective function. With
this we make sure that the healthy- n clients will indeed experience an aggregate
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transmission delay very close 1o, = """, (B/ f.,); note that this is the aggregate
transmission delay that was experienced by these cliefdstprthe jamming attack.
Hence, by choosing the packet siZethat results in a transmission delay that is as
close tod., as possible, we ensure that the throughput of the healtegtsliremains
unaffected (we elaborate on this later with an example).

Based on the above constraint, our optimization problenbesiormulated as fol-
lows:

minimize : D = ; des = ; 7 (2
subjectto: 1< J; <B,Vie{l,2, ..,n}, 3)
and X1. 4)

The solution to the above problem provides the valueg tfat minimize (2). Although
the problem is an integer programming problem, it is easyetotbat its special form
ensures that it always has a solution, which can be foundlympmial time w.r.t. the
number of variables.

How does DPT operatelRet us consider a case study with ARx = 3,n =1 and
default packet sizé3. The transmission delays for the healthy client@ndc, ared;
andds, respectively; for the jammed cliens, it is ds. The long-term throughput of
every client in benign conditions will b&, = m. If ¢3 is now being jammed,

its transmission delay will bé > ds and the new throughput will b&; = Mﬁ.
3

By applying DPT, the packet size towareiswill be Jgi”t and its new transmission delay
will be d3**. Since the rest of the clients are to maintain their old trgiesion delays

(they are not explicitly jammed), the throughput with DPTIWe: T}, = W.

Our minimization problem ensures thigf’t ~ dz. Thus, for clients:; andes: Type, =
Tapt, =~ Ty. In other words, DPT restores the throughput at the healtegts.

Next, we show that the jammed client cannot receive a higlreughput if we fur-
ther decrease the packet gite a valueJ! < Jgpt. With packet size]f,f”t the through-

il be: Ty, = — 27 L hat with packet i dpt

put atcs will be: Ty, = e et us assume that with packet size < J5
.. . . gt

the transmission delay ef, is d;. The throughput at; will then beT}, = le;Ldg'

The required conditioff;, < Ty, can be simplified as:

l

J.
Ty, < Tipe, < db > J;;t (dy + dy + dIPYY — dy — d.
3

Since the packet delivery rafe, is the same, we have:

Ty _ dy

dpt — dpt
J3 d3

1
J3
dpt
J3

& dy=dPt

4 For larger packet sizes, objective 1 cannot be satisfied;chee do not need to consider such
a case.



10 loannis Broustis et al.

J J
Thus: - - dg?* > o (dy + do + d5P") —diy — dp &
J3 J3
T3
0> (Jgpt — 1)(d1 +d2)

The last inequality is always true; hende, < Tz,
Similar steps can be followed in order to show that DPT oparat the same man-
ner in scenarios with multiple jammed clients. We adopt DIPTFIDI.

if) DRT: An alternate approach. An alternative strategy would be &xplicitly tune the
rate at which the packets are deliveratithe MAC layer (the packet size is now kept
unchanged), destined to jammed clients. Fewer packetsiveotive at the MAC layer
for transmission towards the jammed clients, thereby afigwhe AP to send traffic to
healthy clients more frequently. Let us call this approa&Tor Data Rate Tuning
DRT operates as follows. Based on the measuedor each client;, the deliverable
rate to every jammed client would be:

fe = B/d.s. ()

DRT would bound the packet generation rate such that the rdé¢ato the jammed
client ¢/ is at mostf.,. As a result, the rest of the (healthy) clients would shaee th
remaining bandwidth. Thus, they would enjoy a share that it higher than what
they had prior to the attack. However, the packets destimékstjammed clients could
be potentially lost due to channel or interference effddence with DRT, the jammed
clients will eventually receivéower long-term throughpuhan the specified (by DRT)
rate of f,;. Clearly, while both DPT and DRT shape the traffic in ordentereome the
implicit jamming effects, they essentially differ in the yhey allocate the bandwidth.
With DPT the healthy clients receive tlsame throughput as before the attaakile
the jammed clients achieve theaximum possiblthroughput under the circumstances.
On the other hand, with DRT the healthy clients have a higharesof the bandwidth
than in benign settings and receiwere throughput than before the attathe APs will
spend more time serving the healthy clients, since mosteoftréffic is now destined to
them. However, since the jammed clients do not reach themaity, they are treated
rather “unfairly”. We evaluate this fairness versus thimogt trade-off in section 4.3.

4 Implementation and Evaluation

In this section, we first describe our implementation of FINkExt we apply FIJI on a
WLAN testbed and evaluate its efficacy in overcoming the inifgamming attack.

4.1 The implementation of FIJI

FI1JI is implemented entirely at the AP; no client softwaredifioations are needed. In
addition, FIJI does not require any special functionaits the APs or at the clients;
the only requirement is for the AP to be able to measuréthealue for each affiliated
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client. Hence, FIJI can be applied on commercial APs threudtiver/firmware update.
In order to implement the two modules of FIJI we perform maadifions on the driver
and firmware of the AP, and we develop specific traffic shapimgtionalities on the
Click framework [5].

Implementing the implicit-jamming detection module: As explained in section
3.1, the AP needs to measutg for every clientc;. This will reveal, with high probabil-
ity, the set of jammed clients. However, the valuggfcannot be directly obtained from
the driver of the wireless card; modifications in the firmware required in order to
compute this value. We use a prototype version oftited ipw2200AP driver/firmware;
for every client we measure the time duration between theepi@nt of the packet at
the head of the MAC queue until an 802.11 ACK frame is recefegdhis packet.
The value is then passed up to the driver. The AP maintaingle iathe driver space
with thed.., value for every client;. It also compute®; (when jammers are active)
and D, (when jammers are inactive), by summing up the correspgndiant delays.
Temporary variations of thé., values are handled by FIJI by using weighted moving
average filtering; the previously maintained average igyass a weight of 0.9 while
the new sample has an associated weight of 0.1 (similar va@teeused in [3, 6]). Us-
ing these values, the AP constructs a table with the ap@tpdata packet sizes for
the jammed clients. If the weightet], ,,c.,)/d., (o14) Value (for one or more clients)
exceeds a pre-specified threshéldhe AP computes the new packet sizes, updates the
table and subsequently feeds it into the traffic shaping nepdescribed below.

Implementation of the traffic shaping module: We implement the traffic shaper
in Click. The module receives the table from the driver witlggested parameter
settings for every client and shapes the traffic accordingly implement both DPT
and DRT for comparison purposes. For DPT we have also desélap application-
level script, which reads the table with the suggested fasikes and inputs these
values to the rude/crude measurement tool [28]. For DRT oag use two differ-
ent Click elements, namely either tlBandwi dt hShaper (bandwi dt h) or the
Li nkUnqueue( | at ency, bandwi dt h) element; we utilize the latter. Finally,
we configure the AP to periodically flush the stored transimisdelay values for ev-
ery client and perform fresh delay measurements, using éfeutl packet size. With
this, we address scenarios of mobile jammers, which may rteotbhee proximity of dif-
ferent clients, jammers with variable transmission povgewall as jammers that stop
operating.

4.2 Experimental set-up and methodology

Testbed description: Our testbed consists of 28 Soekris net4826 nodes [29], which
mount a Debian Linux distribution with kernel v2.6 over NA%ie testbed is deployed

in the 3rd floor of our campus building; the node layout is desad in Fig. 2. Each node

is equipped with antel-2915mini PCI WiFi card, connected to two 5-dBi gain ex-
ternal omnidirectional antennae. We use bothrthén andauxz antenna connectors of
the card for diversity. As mentioned earlier, we use a pedpry version of thgow2200

AP driver/firmware of théntel-2915card. With this version we are able to (a) measure
the D, andD; values at the AP, and (b) experiment with both 802.11a andl8@2
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Fig. 2. The deployment of our indoor 802.11a/g WLAN testbed in the fivor of a campus
building.

Constant jammer implementation: We have implemented our own deceptive jam-
mer (instead of purchasing a commercial one [2]) since ftliessgus the freedom of tun-
ing various jamming parameters. Our implementation of ataont jammer is based on
a specific card configuration and a user space utility thatsbroadcast packets as fast
as possible. Our jammers are also equipped with the IntEb-28rds; our ipw2200 pro-
totype firmware for these cards allows the tuning of the CQ&ghold parameter. By
setting the CCA threshold to 0 dBm, we force the WiFi card tig all 802.11 signals
during carrier sensing (packets arrive at the jammer'adingc with powers much less
than 0 dBm, even if the distances between the jammer andghierate transceivers are
very small). The jammer transmits broadcast UDP trafficsEmsures that its packets
are transmitted back-to-back and that the jammer does ribfawvany ACK messages
(the back-off functionality is disabled in 802.11 for breadt traffic). We have devel-
oped an application-layer utility that employav socketsallowing the construction of
UDP packets and the forwarding of each packet directly davthé hardware.

Experimental methodology: For each experiment we first enable traffic from the
AP to its clients and subsequently we activate the jammer(s) duration of each ex-
periment is 10 minutes; during each minute, the jammer istivafor the firstk sec,
wherek € [5,20], and active for the othdl0 — % sec. We use a subset of 4 nodes as the
jamming devices (nodes 15, 31, 36 and 45 in Fig. 2). We callecughput and trans-
mission delayd.,) measurements once every 500 msec, for each client. Weiggyer
with many different topological settings, with differentimbers of APs and clients. By
default all legitimate nodes set their transmission pou@the maximum value of 20
dBm and their CCA thresholds to -80 dBm. We examine both 8G2&nd 802.11¢g
links (unless otherwise stated, we observe the same belav®02.11a and 802.119).
The experiments are performed late at night in order to aidi&tference from col-
located WLANS, as well as not to cause interference to themugé saturated UDP
traffic with a default data packet siZe = 1500 bytes. We also experiment with TCP
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traffic®. We use thdéperf measurement tool to generate data traffic among legitimate
nodes. We also use thedetool to test DPT.

4.3 Does FlJI Deliver?

Next, we apply our anti-lamming framework on the testbed ewvaluate its efficiency
in alleviating the effects of implicit-jamming on the WLANepformance.

i) The efficacy of the detection moduleWe seek to observe two properties of this
module:

1. Efficiency of DetectiarHow quickly can FIJI detect the presence of implicit jam-
mers?

2. Accuracy of DetectianHow accurately can FIJI determine if there is an ongoing
jamming attack?

We conduct experiments with 5 APs and different numbersients with various link
qualities. We configure the jammers to transmit at 0 dBm (1 mith) CCA = 0 dBm,
such that they affect one or more clients without affectmgAPs.

a) On the speed of detectio®@ur measurements indicate that the transmission de-
lay d., of a client increases sharply upon experiencing the intgehming attack.
This increase is seen in less than 700 msecs; this time iesltie transient periods
before the weighted averagk, converges to a stable value. Fig. 3 depicts a delay
snapshot with one AP and four clients with moderate-qulilitss. We observe that the
dey value increases significantly (by 26 times in this experitheéDther experiments
provided similar results. In summary, these results shaw Bl can quickly detect
implicit jamming attacks.

b) On the accuracy of detectionVe seek to evaluate FIJI in terms of its ability to
detect an implicit jamming attack in the presence of intenfiee. Note that thé., value
for a clientc; is affected by the levels of interference on the AP¢; link. The higher
the level of interference, the higher ttig value. In order to evaluate this ability of FIJI,
we perform experiments with multiple overlapping cellsoteavith its own AP), so that
some clients suffer interference from one or more APs; is $liting, we activate our
low-power jammers.

Detecting jamming on good quality linkswWe first consider links that have a high
SINR. Fig. 4 depicts sample experimental results. In th@sinat of Fig. 4, a jammer
is placed such that it affects 2 out of the 4 clients of an APdlMgerve that FIJI is able
to perform a successful detection. In general, our empidbaervations suggest that
when threshold > 9, FIJI can effectively detect the attack (Fig. 4). In the expent
described above, the value dfvas 9.

FIJI and poor quality links: With poor quality links (SINR is low), FIJI cannot
easily decide if a client is under attack or not. This effsotaptured in Fig. 5, where
the jammer affects a very poor link. In particular, the link425 is considered with

5 The anomaly exists with TCP traffic as well [4]. Even though deenot present our TCP
measurements, we observe that FIJI is similarly efficienh WiCP traffic; we discuss this
briefly in section 5.
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Fig. 3. F1JI detects jammed clients by mea-  Fig. 4. The jammer detection functionality
suring their data unit transmission delays. of FIJlis accurate in most cases.

W With Jammer [ Without Jammer

7 -
Client 1 Client 1
6 Client 19 &
Client 2 2 Client 11 !
5
o)
Client 3 % 4
3
o
Client 4 < 3
3
. S -
Client 5 Z
1
0 15 30 45 60
. 0 ; AR
Transmission Delay (msec) No Jam Jam -
Fig. 5. The jammer detection with FIJlis ~ Fig. 6. DPT restores the performance of

less accurate in scenarios with very poor  healthy clients to that in benign settings.
links.

the node 45 acting as a jammer (Fig. 2). The link achieves 18isec in the absence
of jamming and 164 Kbits/sec under jamming. Since the jandoes not significantly
increase the delay experienced on such poor links, FlJlatasecipher whether the
increased,, 4. 25 Value is due to jamming or legitimate interference. Howgwesuch
conditions, the overall change in the network performaneztd the jammer is unlikely
to be significant; the presence of the poor link already hhesnetwork performance.
Furthermore note that a jammer is unlikely to attack suchr po@ality links if it aims
to harm the network to the extent possible.

In some extreme cases, a poor quality link (exposed pertwapther interfering
APs that are hidden from its own AP) might cause a client taeerpce large delays.
In such scenarios with healthy but poor-quality links, Fhdly incorrectly classify such
links as beingammed Classifying such cases as attacks, though, is perhapalappe
in terms of improving performance for the rest of the network

FIJI and high power jammers:An implicit-jamming attacker is likely to place its
jammer(s) very close to one or more clients so as to:
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Fig. 7. DPT always manages to provide a  Fig. 8. DPT can easily handle scenarios
fair allocation of throughput among clients with multiple clients that are simultaneously
jammed.

— degrade the client’s observed SINR value to the extenilglesand
— use a very low transmission power, in order to conserveggraard avoid detection.

As our experiments indicate, under these conditions, Fdl identify the jammed
clients in real time since all measurdgd: values are usually extremely high for those
clients. In contrast, a jammer could use high transmissamep (although this could
increase the chance of its detection and result in high greengsumption). Such a high
power jammer is likely to affect multiple clients and ever #P itself, directly. The
delays of all these clients may go up and in this case, giwedasign principles, FIJI
may not be able to detect the jammer. However, there are thmener detection tech-
niques that can be used in conjunction with FI1JI to detedh gammers [20].

i) The traffic shaping module in action. Next we evaluate the efficacy of DPT and
compare it against DRT.

DPT is the most fair solutionin a nutshell we observe that as long as the jammer is
successfully detected, DPT restores the throughput aethiéty clients. A sample case
is depicted in Fig. 6. Here, AP 44 transmits unicast trafficlients 11, 13 and 19; node
36 is jamming client 11. In the absence of jamming each cliec¢ives 4.8 Mbits/sec
on average. When the jammer is active, without enabling R Tlients receive 1.1
Mbits/sec on average. The solution to the problem formdlatg2) suggests thaf;;
should be set to 345 bytes. When DPT is enabled and this psizket chosen for the
jammed client, we observe that the throughput of the healllepts 13 and 19 is re-
stored to 4.66 Mbits/sec, while the jammed client 11 actiemut 1.1 Mbits/sec. Note
that the healthy clients do not achieve their jamming-freeughput of 4.8 Mbits/sec.
This is because in our solution the equality in the constr&ih is achieved for a non-
integral value of/;1; we round the value af; up to the nearest integer. With this, the
transmission delay for the jammed client is a bit higher aspared to the delay under
benign conditions and this slightly degrades the throughpthe healthy clients.
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In order to validate that DPT provides the most fair bandiwallocation, we exper-
iment with many different/;; values. Fig. 7 depicts the results that correspond to the
settings with twa/;; values: 166 and 700 bytes. We observe that:

— With packet sizes smaller thalfft (case with 166 bytes), the jammed client does
not reach its capacity (receives 360 Kbits/sec) and the ARdpmore time serving
the healthy clients (as discussed in section 3): each hedignt now receives 5.1
Mbits/sec. Note that the valug; = 166 bytes is computed using the approach pro-
posed in [15] for the considered scenario érdiearly does not provide the desirable
fairness in terms of throughput

— When the packet size is higher thdﬁft (case with 700 bytes), the throughput at
the jammed client is lower than 1.1 Mbits/sec; the healtignt$ also underperform.
This is again conformant with our analytical assessmergsation 3 with regards to
the maximum achievable throughput.

Multiple jammed clients: We have so far considered scenarios wherein a single
client was jammed. Next, we examine scenarios with mulfgremed clients per AP.
Our experiments reveal that DPT is also able to effectivelygate the implicit jam-
ming attack in such scenarios. Fig. 8 presents a sample ¢ds&®46 and clients 11,
37 and 14; the jammer-node 36 explicitly affects both ckelt and 37. Under benign
conditions all clients receive approximately 4.5 Mbits/e® average. As soon as the
jammer is activated, without enabling DPT, all clients iee@bout 1.1 Mbits/sec. DPT
sets the value of; to be 367 bytes ands; to be 1266 bytes. With thi®PT is able
to restore the throughput at the healthy clients

DPT vs. DRT: Using the same methodology, we examine the effectivenethgeof
DRT solution. Our measurements demonstrate that DRT pesvitich higher through-
put to healthy clients. On the other hand, DRT results in aitiedhal unfair degradation
at the jammed client. Fig. 9 represents the behaviors in ampbe scenario, with the
same topological configuration as before (AP 44, clientd3Bnd 19, jammer 36); the
figure depicts the throughput prior to the attack (benigtirggt), with the jammer with-
out DRT, and after the application of DRT. We observe that DRErcomes the implicit
impacts of the attack. Upon enabling DRT, clients 13 and &arlonger affected by
the jammer and they receive 5.12 Mbits/sec each. Althougii BRs the maximum
allowable data rate towards client 11 to be 1.1 Mbits/see diiserved throughput at
this client is significantly lower i.e., 680 Kbits/sec on eage. This behavior of DRT
conforms with our discussion in section 3.2; we observelainiiends in all our mea-
surements with one or more jammed clieftssummarize, with DRT the healthy clients
receive more throughput than before the attack; howevejaimened clients are penal-
ized further

The choice between DPT and DRT depends on the performaneetivbs; one
has to decide between fairness (with DPT) and bandwidtizatiibn (with DRT). DPT
is fair: the healthy clients receive the same throughputedsrb the attack, while the
jammed clients achieve the maximum possible throughpututhe circumstances. On
the other hand, DRT increases the throughput at the hedléntsand potentially, the
total network throughput. However, the jammed clients camaceive the maximum
throughput that they can achieve in the presence of the jamme
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Fig. 9. With DRT healthy clients receive Fig. 10. DRT satisfies our objectives better
more throughput than before the attack. than other data rate allocation approaches.

Note that DRT also relies on the online measurement and uge.dith this, DRT
seeks to eliminate the effects of implicit jamming at healthents, while at the same
time not degrade the throughput at jammed clients. Fig. plctkea case with 802.11a
where DRT sets the data rate at 1.1 Mbits/sec, while MUM [12¢4ll our discussion
in section 2) sets 6 Mbits/sec. We observe that by using @a higher than the one
chosen by DRT, the healthy clients are still affected by ttech, since in this case the
downlink traffic for the jammed client is still saturated. Mover, if we use lower data
rates than the one chosen by DRT, the healthy clients get seowice time, however
the jammed clients receive much lower throughput than wiRTD

5 The Scope of Our Study

FIJI and previous studies on traffic shaping: Our work is the first to analytically de-
rive theoptimalsettings for traffic shaping at the AP to mitigate the impljaimming
attack. Traffic shapers have also been previously proposg®j 16, 17, 15]. Clearly,
FI1JI could also be considered as another traffic shaper|gimpvercome the perfor-
mance degradation due to the 802.11 anomaly. Unlike FlJlekiewy previous traffic
shaping schemes cannot overcome the effects of an img@mitaing attack, as ex-
plained in sections 2 and 4. Other schemes that provide dagss to the WLAN re-
sources [30, 3] would also be inadequate in combating anéitjgmming attack since
they are not designed for this purpose.

FIJI versus power control: Power control has been suggested as a means of mit-
igating legitimate interference [7, 31]. Typically with wer control, nodes tune their
transmission power and CCA settings in order to reduce theuainof interference
from/to their neighbors. However, if the jammer is very el@s one or more clients, its
signal cannot be ignored through CCA adaptation. If a clietiteases its CCA thresh-
old to a high level (to ignore the jammer’s signal), the canivity to the AP will be
lost.

Addressing random and reactive jammers:F1JI can mitigate the interference due
to any type of jammer, even random or reactive jammers. Wittopged random jam-
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ming and sleeping periods (order of seconds), FIJI can paréorapid detection and
then customize the data packet size, as per the observedmiataansmission delay
d.s. If the sleep and active periods of the random jammer are @fotlder of mil-
liseconds, F1JI can monitor treveraged,., value instead. FI1J1 is expected to alleviate
reactive jammers, too, since it only needs to monitor thesichpf reactive jamming by
measuringl.,. We have not experimented with reactive jammers, sincedmphting
such a jamrﬁer is a very difficult task.

FIJI against other attacks: The two modules of FIJI can arguably be effective
against any attempt to exploit the 802.11 performance alyomaorder to degrade
the client throughput. As examplescampromisedievicex coulddeliberatelydecide
to (a) associate to a very distant Ad, or (b) accept traffic at a very low reception
rate only (e.g. by discarding a large volume of correctlyereed packets). In both
cases; would receive a few Kbits/sec. Note here that, legitimatey-nompromised
devices would follow such an approach only if they cannobeisge with a better APs.
However, given that (a) dense deployments of WLANs make tiesgnce of an AP
with a good quality link likely [7], and (b) distant poor qitsd APs are likely to be
beyond the administrative domain of the client (the clieiit mot be able to associate
with such APs), the possibility of this is small in practi€&Jl can arguably be effective
against such attacks. In particular, FIJI considers suehtslto be jammed clients and
ensures that the other clients remain unaffected.

FIJI and TCP: FIJI is implemented above the 802.11 MAC and below the trans-
port layer at the AP. We have done measurements with TCPhwizice demonstrated
that: (a) Without F1JI, the performance anomaly also exists with davkiT CP traffic.
The TCP packets that are destined to the jammed clientsreegigignificant amount of
time for successful delivery. As a consequence, the healibiyts are affected; they do
not achieve the same throughput as before the attarur experiments also demon-
strated that the application of FIJI in TCP traffic scenaisdseneficial. By reducing the
rate at which packets are delivered to the MAC for the jamntiedits, DPT shapes the
TCP traffic in a way that the healthy clients are unfettereateNhat the packet frag-
mentation with FIJI is executed after any TCP layer fragratom; hence, FIJI does not
intervene with TCP operations.

6 Conclusion

In this paper we identify a low-power jamming attack that vedl the implicit jam-
ming attack With this attack, a jammer exploits a performance traihefiEEE 802.11
MAC protocol to cause starvation to not only an explicitlynimed client, but all the
clients associated with the same AP as that client. Sinc@dBel 1 MAC provides long
term fairness (under saturation conditions) to the astetiaients in terms of equal
throughput, the attacker can nullify the AP throughput getfng only one or at most
a few clients.

We design, implement and evaluate FlJI, a cross layer sodtggstem for mitigat-
ing the implicit-jamming attack. FIJI is comprised of two thdes, for detecting such
an attack and shaping the traffic appropriately in orderlavalte the jamming effects.
We evaluate FIJI on an 802.11a/g testbed, and under maryatitfjamming scenarios.
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We show that FIJI can quickly detect the attack and effelstikestore the throughput
at the implicitly affected clients. FIJI also ensures tieg jammed clients get as much
throughput as they can under the circumstances.
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