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Abstract—Ultra Wide Band (UWB) technology offers a
promising high capacity solution for wireless networks with
short-range links. However, MAC and higher-layer ad hoc
network protocols that exploit the UWB technology are yet
to mature. In this paper, we propose a MAC protocol for
use in multi-hop wireless networks that deploy an under-
lying UWB based physical layer. We adopt a multi-band
approach wherein we divide the available UWB bandwidth
into multiple simultaneously usable bands. The motivation
comes from the following observation: in the absence of a
sophisticated equalizer, the size of a slot for transmitting
a UWB pulse is typically dictated by the delay spread of
the channel. Therefore, using a wider frequency band to
shorten the transmission time for each pulse may not in-
crease the data rate in proportion to the available band-
width. Thus, we consider a multi-band approach to better
utilize the available spectrum, where each transmitter sends
longer pulses in one of many narrower frequency bands.
Unlike previous single hopped schemes that rely on time-
hopping, our approach allows data transmissions to be con-
tiguous, and thus, highly efficient. The approach also en-
sures that data communications are practically interference
free and are only subject to thermal noise effects. To en-
sure that our proposed approach is tightly knit with the un-
derlying physical layer, we discuss physical-layer dependen-
cies and the conformance of our approach to FCC-imposed
emission limits. We evaluate our approach via extensive
simulations. Our simulation results demonstrate the sig-
nificant advantages of our approach over single-band solu-
tions: the throughput increases significantly, and the num-
ber of collisions decreases considerably.
Index Terms— Ultra Wide Band (UWB), Short-Range

Communications, Medium Access Control, Ad Hoc Net-
works.

I. INTRODUCTION
Ultra Wide Band (UWB) is a novel wireless short-range

technology, which has been the focus of a lot of interest
in recent times [6], [10], [13], [14], [16], [17], [23]. Our
objective in this effort is to design a MAC protocol that
fully utilizes the capabilities of UWB communications.
While physical layer technologies on UWB communica-
tions have been developed to some extent [14], MAC and
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higher layer technologies that enable the use of UWB in
ad hoc networks are yet to mature [6]. The unique proper-
ties of UWB pose challenges to the design of a MAC pro-
tocol and requires the MAC layer to be synergetic with the
underlying physical layer. We present three of these prac-
tical challenges, which motivate our multiband approach.
The first motivating observation is an artifact of the

wireless channel effects on UWB transmissions. With
impulse-based UWB, pulses are subject to multipath de-
lay spread due to which, multiple time-shifted copies of
each transmitted pulse appear at the receiver. This de-
lay spread causes inter-symbol interference (ISI), wherein
the delayed copies of one pulse interfere with subsequent
pulses [3]. In indoor settings the magnitude of this delay
spread is of the order of tens of nanoseconds. One ap-
proach to deal with ISI is the use of sophisticated equal-
ization. However, this adds considerable hardware com-
plexity to the transceivers and increases the synchroniza-
tion overhead. In fact, UWB communications already re-
quire a long acquisition time for nodes to be synchronized
prior to communications [18], which becomes longer due
to the training sequence overheads required with equaliz-
ers1. Another approach to reduce ISI is to ensure that the
spacing between the received pulses is larger than the de-
lay spread; thus, the delayed copies of one pulse will not
interfere with the next pulse2. With this approach, as op-
posed to the width of a pulse, the inter-pulse spacing con-
strains the throughput of the channel. Thus, in this case, a
band of smaller bandwidth, with an elongated pulse dura-
tion, can yield a throughput comparable to that of a wider
band with a much narrower pulse duration. Hence, we
note that we can partition the UWB spectrum into multi-

We wish to point out here that the Multiband OFDM Alliance sup-
ports an OFDM (Orthogonal Frequency Division Multiplexing) based
specification [5] for UWB; the motivation for dividing the available
spectrum into multiple bands is to overcome the need for complex
equalization. OFDM however, first requires complex signal processing
in terms of complex inverse fourier transform computations. Second,
a MAC protocol for use with OFDM for UWB-based ad hoc networks
has yet to emerge.
For a given average power constraint, the peak power constraint

also imposes restrictions on the pulse repetition frequency (PRF) as
we will discuss later.



ple comparatively narrow frequency bands that are mutu-
ally orthogonal and can be used simultaneously, and thus,
use the available spectrum more efficiently.
The second motivating observation stems from the

absence of carrier sensing capabilities in UWB. With
impulse-based UWB, data is transmitted in the form of
pulses3 and there is no contiguous carrier, although these
pulses are possibly modulated by means of a high fre-
quency signal (referred to as the pseudo-carrier). Thus,
the commonly used protocols that rely on carrier sensing
are not necessarily applicable with UWB. In addition, the
very limited number of UWB based MAC protocols that
have been proposed previously are based on arbitration
via time-hopping on a single channel. But, time-hopped
sequences with a short spacing between the time-hops can
lead to collisions, while long durations between time-hops
can lead to excessive delays and low efficiency. Thus,
the second key objective of our design is to reduce col-
lisions to the extent possible, without resorting to long
time-hopping sequences.
The third motivation for our multiband approach is the

associated flexibility in spectrum use and the interoper-
ability with other networks. If a portion of the UWB band-
width is being used by other coexisting services, the corre-
sponding band can be avoided with a multiband approach.
Thus, UWB communications can coexist with other net-
works (such as IEEE 802.11a based networks), a definite
requirement in urban, disaster recovery and military set-
tings. For example, in the presence of an IEEE 802.11a
network, the multiband system can avoid using the bands
centered at 5.35 GHz or 5.85 GHz. We also wish to point
out that the multi-band transceiver circuit remains sim-
ple [20], i.e., the cost, power and integration concerns are
similar to those in a single-band system.
Thus motivated, we propose and develop a novel multi-

band MAC protocol for use with UWB based ad hoc net-
works. To the best of our knowledge, this is the first multi-
band MAC protocol that is synergetic with UWB commu-
nications and is designed for use in ad hoc networks. The
key concept of our design is the use of different bands for
control and data transmission (the separation is not pure
as we will see later). Simply put, two nodes first use a
control channel to facilitate a rendezvous in another band
for a data exchange. The first advantage of the approach is
that, since all the nodes share a common unreserved chan-
nel only for short control messages, the contention on the
shared channel is limited. Second, once a pair of nodes
agrees to communicate on a data band, the communication

Recent developments with OFDM and Multi-carrier CDMA use
carrier based methods; the trade-offs between the use of impulse-based
UWB and OFDM based UWB are discussed in [14].

can be continuous (no need for the use of time hopping se-
quences), and thus, it is highly efficient. This efficiency is
also enhanced by the fact that, once a communication is
established in a data band, our protocol practically elimi-
nates the possibility of collisions of transmissions of large
data packets. The throughput of our scheme is signif-
icantly higher compared to a single-band approach that
combats delay spread by increasing the spacing between
pulse transmissions. In addition, the number of pulse level
collisions also drops dramatically.
Finally, we wish to point out that UWB communica-

tions are constrained by emission limits imposed by the
Federal Communications Commission (FCC) [1]. In par-
ticular, FCC requires that the effective isotropic radiated
power (EIRP) be no higher than -41.25 dbm/Mhz. Our de-
sign conforms to FCC requirements both in terms of the
average and peak emission power levels.
The remainder of this paper is organized as follows. In

section II, we provide the relevant background on UWB
communications, discuss the physical layer dependencies
and demonstrate the conformance of our design to FCC
imposed regulations. In section III, we provide a detailed
description of our protocol. In section IV, we present our
simulation framework, results and deliberate on the obser-
vations. Related work on the design of MAC protocols for
use with UWB is discussed in section V. Finally, section
VI concludes the paper.

II. PHYSICAL LAYER DEPENDENCIES
In this section, we discuss the UWB physical layer and

highlight its impact on the design of our protocol. De-
tailed descriptions of some of the aspects of UWB com-
munications can be found in [1], [13] and [14].
Facilitating Multi-band Impulse-based UWB Com-

munications: UWB communications, as per the speci-
fications of the FCC, use the spectrum from 3.1 GHz to
10.6 GHz [1]. FCC defines UWB communications as
those that use signals that span at least 500 MHz of ab-
solute bandwidth or those that occupy a fractional band-
width , where is the transmission band-
width and is the frequency at the center of the band
[13]. UWB systems have traditionally achieved these high
bandwidths by using pulses that are of very small or nar-
row time duration; we refer to these as impulse-based
UWB systems. A typical UWB pulse belongs to the fam-
ily of Gaussian shaped doublets [13], [14]; these shapes
are generally used since they can be easily generated by
hardware. The shape approximates a Gaussian function
curve. A Gaussian pulse may be represented by

(1)



where, is a constant that reflects the amplitude of the
pulse and thus, the peak transmission power4 [14].
Multi-band modulation facilitates the division of the 7.5

GHz of spectrum made available by the FCC into mul-
tiple smaller frequency bands. The spectrum allocated
to each band must meet the FCC specifications as men-
tioned earlier. With impulse-based UWB, the pulse shape
is the primary characteristic that determines the distribu-
tion of energy in the frequency domain and therefore al-
lows for the separation and thus, the simultaneous use of
the bands. Depending on the spectrum of operation, the
Gaussian pulse defined in Equation 1 is modulated by a
set of carriers that belong to the particular band. This
central frequency component is typically referred to as
the pseudo-carrier. Note here that these high frequency
modulating signals are simply used to shape the pulse and
are not used to reflect symbol information as in traditional
modulation methods wherein a carrier is modulated (such
as frequency shift keying or FSK [2]). By properly shap-
ing the pulse, one may ensure that most of the energy is
concentrated near the center of the desired band thereby
reducing the possibility of inter-band interference. We
wish to also point out that the central frequency compo-
nents of the different bands must be separated sufficiently
in the frequency domain to avoid inter-band interference
effects. A detailed discussion of pulse shaping can be
found in [14]. In our simulations, we use a simple Gaus-
sian shaped pulse and assume that appropriate modulating
signals can be employed (as shown in [14]) to facilitate
the division of the bandwidth into multiple bands each of
which is 500 MHz in bandwidth. The pseudo-carrier of
the highest band is 10.35 GHz and that of the lowest band
is 3.35 GHz. The pulse-width will depend on the wave-
length of the pseudo-carriers being used. Since the wave-
length of the pseudo-carrier in the multi-band case could
be potentially larger (depending on the band) than that in
a single band case (wherein the entire allocated spectrum
is used), the pulse-width would be longer with multiband
impulse-based UWB.
Encoding Information: Pulse Position Modulation:

The modulation scheme that we use is a commonly de-
ployed scheme called Pulse Position Modulation or PPM
[14]5. We also assume the use of a rate 1/3 convolutional
code [3] which in turn implies that the information in each
bit is encoded into three symbols. Each pulse represents a

We discuss power constraints later. Typically the value of is
dictated by FCC regulations.
We wish to point out here that multiband systems may be based

on direct sequence CDMA modulation or OFDM. For this work, we
use PPM modulation. While no CDMA or OFDM based MAC layer
solutions have been completely developed for ad hoc networks, we
discuss relevant related work in a later section.

symbol. The information in the symbol (whether the sym-
bol represents a “0” or “1”) is determined by the position
of the pulse within what we call a chip time . If the
pulse occupies the first part of the chip-time, it represents
a symbol value of “0”; else, a symbol value of “1” is im-
plied. We assume that a Viterbi decoder is deployed at the
receiver [2] and this enables the soft-decision decoding of
the received information.
Time Hopping: Time hopping has been used in previ-

ous approaches for sharing a single frequency band among
multiple users [6], [7]. However, we use this approach
only in the control band and not in the data bands as we
explain later. In time hopping, a fixed number of chip-
times are aggregated to form a sequence frame. The du-
ration of each sequence frame is , and thus the number
of chip-times per sequence frame is . Each trans-
mitter sends a pulse in only one of the chip-times in each
sequence frame. The specific chip-time is determined by
the node’s time hopping sequence (THS), which is typi-
cally generated via a pseudo-random number (PN) code.
The distribution of PN codes (for making a node’s THS
known to its neighbors) has been the topic of a few efforts
[21], [22]. In our work, we assume that the PN code is
a function of a node’s identifier (possibly the MAC layer
address). The generators of these PN code sequences are
initialized at system set up. Nodes periodically use out-
of-band techniques to announce the state of their PN code
generators6 . The technique is similar to the proposal in
[21].
Time hopping sequences may be either sender-based or

receiver-based. In receiver-based time hopping, a receiver
expects to receive a pulse only in one of the chip-times
in a sequence frame. In the sender-based case, the trans-
mitter sends pulses based on its own THS. The sender-
based strategy is robust; however the receiver has to be
synchronized with all of its potential transmitters at the
same time. The receiver-based approach is much simpler
to implement; however one could encounter collisions be-
tween the pulses from different transmitters, directed to-
wards the same receiver. It is possible for protocols to use
both approaches, as in [6].
The average spacing between successive transmissions

as per the THS will have an effect on the achieved per-
formance. With shorter spacing between the time-hops,
the pulses could be sent at a faster rate7; however, there
is a higher possibility of collisions. With longer spacing,
the possibility of collisions is reduced; however, large de-
These announcements are made in special frames that we refer to

as Availability frames. We discuss this in a later section that describes
our protocol.
The FCC regulations impose a limit on the pulse repetition fre-

quency as will be discussed later.



lays could be incurred. With our scheme, as mentioned
earlier, time hopping is only used for the transfer of short
control messages; since these messages are infrequent and
fairly short in duration (low load), the probability of ex-
periencing collisions remains low even with a relatively
short spacing between the time-hops.
Channel Impairments and Effects: We next discuss

the effects of the wireless channel on UWB communica-
tions and the associated impact on our MAC protocol de-
sign. A signal typically experiences three types of channel
impairments: pathloss, shadowing and multipath effects.
The pathloss is given by the Frii’s law [13]:

(2)

where is the speed of light, is the central frequency
of the band and is the distance between the transmit-
ter and the receiver. Note that the above equation depicts
the observed effects on average, and does not imply that
each transmitted signal experiences the same level of at-
tenuation. Furthermore, at a given distance , higher fre-
quencies will experience higher levels of attenuation than
lower frequencies. We ignore shadowing effects since
we assume that transmissions are typically over short dis-
tances ( meters) and therefore do not experience
shadow fading [19].
Due to the multipath nature of the wireless chan-

nel, UWB transmissions (high data rates) will experience
multi-path delay spread. A transmitted UWB pulse, radi-
ated using an isotropic antenna, will take multiple paths
(as a consequence of reflections from various objects) to
arrive at the receiver. In other words, the receiver will re-
ceive multiple copies of the same signal, each of which
may have a different amplitude, phase and delay. Beyond
a certain delay threshold (an inherent characteristic of the
channel being considered), the signal amplitudes may be
considered negligible. This threshold is referred to as the
delay spread of the channel. For indoor environments,
measurements have shown that the delay spread is of the
order of tens of nanoseconds [19]. If the time-spacing
between the UWB pulses is smaller than the the delay
spread of the channel, copies of the a transmitted sym-
bol interfere with the subsequent symbols. This is called
inter-symbol interference or ISI for short. Equalizers are
typically used to combat ISI [2]. The higher the level of
the ISI, the higher the complexity and sophistication of
the required equalizer. Equalizers also require the trans-
mission of a training sequence prior to information com-
munication. This can be expensive in terms of the over-
head consumed. With UWB transmissions, a preamble is

needed to allow for the sender and receiver to synchro-
nize prior to communications. By acquisition, we mean
that the receiver learns how to recognize the presence of
a pulse train in the presence of thermal or other noise fac-
tors. The aforementioned acquisition preamble is consid-
ered expensive in terms of overhead [18]. The deployment
of a sophisticated equalizer will further increase the over-
head costs incurred with UWB.
Another strategy for combatting ISI would be to use di-

rect sequence CDMA in conjunction with a Rake receiver.
However, the long codes with CDMA could still incur ca-
pacity penalties. Furthermore, with CDMA, the sender
and receiver require code synchronization in addition to
the acquisition and this would incur a further cost in terms
of overhead.
The alternative that we explore in this work is to sepa-

rate the pulses by at least the delay spread of the channel.
Thus, the time-spacing between the pulses is chosen to
be at least 30 ns8 (delay spreads in indoor environments
[19]). We recognize that by doing so, the pulse width
could be increased to some extent since this is unlikely to
interfere with future symbols. Increasing the pulse width
allows for the use of lower pseudo-carrier frequencies and
thus, facilitates the use of multiple frequency bands as
discussed earlier. Thus, this facilitates a multi-band ap-
proach.
Conformance with FCC regulations: The FCC regu-

lations limit the effective isotropic radiated power (EIRP)
to -41.25 dBm/MHz (Part 15 of the regulation) [1] [13];
the power used, on average, per bit cannot exceed this
imposed limit. Let us denote the transmit power by
dBm/MHz, the received SNR at a distance by
dB/MHz and the central frequency in the band used by
. Let the power spectral density of the thermal noise

be dBm/MHz. Then, the signal to noise ratio is given
below[13]:

(3)

If is -41.25 dBm/MHz and if the received power i.e.,
is to be 3 dBm higher9 than the noise margin wherein
= 114 dBm/MHz [13] one can compute the maximum

range of transmission for the given value of . When
computing this, no coding is assumed10 . Note here that,
the higher the value of , the lower the maximum range.
For the highest frequency band where = 10.35 GHz,

Note that this translates to having a chip-time of 60 ns.
SNR = 3 dB.
Note that with additional coding (rate 1/3 convolutional code), ex-

tremely low bit error rates (of the order of ) can be achieved with
these parameter settings.



this translates to a range of around 7 meters. We set the
range to 7 meters for all of the other frequency bands and
compute the average transmission power for those bands.
The appropriate powers are then used so that the range is
identical, irrespective of the band being used. Clearly, the
powers used will be lower than the FCC imposed limit.
As an example, for the lowest spectral band, the value of
= 3.35 MHz and for a range of 7 meters, the average

transmission power is -51.158 dBm/MHz which is lower
than the FCC imposed limit. Note here that the value of
the constant factor in Equation 1 (previously discussed)
can be then determined based on the power used for trans-
mission. To summarize, with the settings as above, we
conform to the FCC imposed restrictions on the EIRP.
In addition to the imposed restriction on EIRP, the FCC

also imposes a limit on the peak power that can be used
for UWB transmissions. As specified in [1], if the average
power limit is met and the frequency of pulse transmis-
sions is higher than 1 MHz, the peak power limitation is
also met. With our scheme, since the maximum distance
between the pulses is 60 ns (the chip-time), the frequency
is 16.67 MHz. This implies that our scheme inherently
conforms to the peak power constraint.
Coding and Higher Layer Abstractions: As men-

tioned earlier, we assume that a rate 1/3 convolutional
code is used for encoding data. This code can help effi-
ciently recover from errors if the only impairment is ther-
mal noise. In our control band, we use a THS for arbitra-
tion as we will discuss later. This can in turn lead to col-
lisions among transmissions. In order to provide a further
level of robustness on this band, we employ a repetition
code of 2. In other words, we repeat twice the output of
the convolutional encoder, in order to provide robustness
to collision effects.
In our simulations, we assume the presence of the con-

volutional encoder and decoder and do not implement
them. Instead, we use the bit error rate of and dis-
card bits at this rate. This error rate almost never results
in any lost packets due to bit errors.
Time Synchronization: Our approach requires the di-

vision of time into frames, which implies that communi-
cating nodes must be synchronized in time. We assume
that synchronization is achieved by the use of previously
proposed methods for this purpose [25], [26].

III. THE MULTI-BAND MAC PROTOCOL
In this section we present our multi-band MAC proto-

col. The key idea is to have a communicating pair of nodes
exchange data over a private band as opposed to a single
common band, as in single band systems. In the private
band, we would not have to use time hopping and thus we
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Fig. 1. The frame structure with our protocol

avoid the disadvantages of using time hopping sequences
(THS) as discussed earlier. We first give a brief overview
of the basic concepts and the operation of the protocol.
The Multiple Bands: We divide the available fre-

quency bandwidth into bands. of these bands
are used for data transmissions and are referred to as data
bands. The remaining band is used for request control
packets only; we call it the Request Band or Req-Band;
the first band is assigned to be the Req-band. As discussed
earlier, if each band is of bandwidth 500 MHz, .
The protocol is designed based on the physical separation
of the available UWB bandwidth of 7.5 GHz into multiple
bands (as discussed in the previous section) each of which
spans 500 MHz of the spectrum11 .
The Frame Structure: Across all the bands, the time

is broken into superframes which are separated by smaller
availability frames. All data and control communication
takes place during superframes. The availability frame is
used to indicate the status of the multiple bands, namely
whether the bands will be busy or not in the next su-
perframe as we will explain later. The purpose of the
availability frames is to alleviate the possibility of colli-
sions of data transmissions in the superframes. Note that
each superframe consists of sequence frames, each of
which in turn consists of chip-times as described
in section II. In Figure 1, we depict the frame structure;
the availability frame is sandwiched between the last se-
quence frame of the superframe and the first sequence
frame of the superframe.
Protocol Operations in a Nutshell: We first provide

a high level overview of our protocol. The protocol im-
plementation at each node can be represented by a finite
state machine as shown in Figure 2. Initially, a node is
in the IDLE state. When data needs to be sent, it enters
the REQUEST state as shown. In this state, it attempts
to initiate a request to the appropriate receiver. Towards
this, it transmits the request as per the receive THS of the
receiver in the Req-band. If this request were to succeed,
the node enters the TALK state, switches to a data band

Note that FCC specifications require that each UWB band is at
least 500 MHz in bandwidth.



(the rules for choosing a band will be discussed later) and
attempts to establish a connection with the receiver. If the
request were to fail, it enters the BACK-OFF state and
tries again at a later time. After successfully establishing
a communication, the node sends data. In addition, it pe-
riodically announces (by transitioning to the DECLARE
state), by means of the availability frame, that the specific
data band being used is occupied. This precludes other
nodes from claiming the particular band and causing col-
lisions. Upon the completion of the data transfer, the node
returns to the IDLE state.

REQUEST

IDLE

BACK− TALK DECLAREConnect

Availability
Frame

Next
Superframe

OFF Retry 

Fail

 Data

Done

Fig. 2. Depiction of Protocol Operations

Detailed Protocol Descriptions: Next, we discuss the
protocol in greater detail and in particular, the nuances of
protocol operations in each of the aforementioned states.
Request Initiation: Upon having data (either its own or

data that it has to forward) to send to a neighbor, a node
will first have to send a request to the receiver. Our design
mandates that transmissions are to be initiated at the be-
ginning of each superframe, i.e., right after the availability
frame. The availability frame (as we will discuss later) re-
flects the occupancy of each of the data bands. By the
above design mandate, we ensure that nodes have up-to-
date information on which of the data bands are occupied
prior to initiating new transmissions. This would prevent
these new transmissions from colliding with previously
initiated data transfers that might be in progress. Thus, if
a node (whose queue was empty at the end of a particu-
lar availability frame) generates packets for transmission
in the middle of the following superframe, it is precluded
from initiating a transmission before the end of the up-
coming availability frame. At these allowed times, in or-
der to initiate a request, the sender sends a REQ packet in
the Req-Band as per the THS of the receiver. The REQ
packet identifies the particular band that the sender has
chosen for the data exchange. After transmitting the REQ
packet, the sender switches to the indicated data band and
awaits a response from the receiver. Note that the above
operations occur in the REQUEST state discussed earlier.
Acknowledgment of the request: If the REQ packet is

correctly received, the receiver will switch to the specific
data band indicated in the REQ packet, and will send a
RACK (Request Acknowledgment) packet to originating
sender. If the RACK packet is successfully received by

the sender, it completes a successful handshake and the
sender can then begin the data transfer.
Transfer of Data: The reception of the RACK asserts

that the band is almost surely free for exclusive use for
data transfer. In the chosen band, nodes (now in the TALK
state) transmit data in consecutive chip-times instead of
using time hopping. As discussed in the previous section,
the spacing between the pulses is at most 60 ns and we
ensure that the FCC emission regulations are met. Upon
the successful reception of a complete data packet, the re-
ceiver sends a DACK (Data Acknowledgment) packet to
the sender. Even if collisions are completely eliminated,
it is possible that other noise factors (thermal noise) can
corrupt the data packet. If the receiver is unable to cor-
rectly decode the packet, it does not issue a DACK back
to the sender. The sender would then reattempt to transmit
the data packet up to a fixed number of times, after which
the packet is dropped.
The Availability Frame and the DECLARE state: As

mentioned earlier, superframes are interspersed with the
so called availability frames. During the much smaller
availability frame, data communications stop temporarily
so that nodes currently occupying a data band can sig-
nal their intention to continue using it during the next
superframe. This signaling takes place in the Req-Band
(we could have chosen any band, since availability frames
are exclusively used for signaling availability and no data
transfers occur during these frames). The availability
frame is divided into time intervals that are different in
size from those in the sequence frames. The number of
these intervals corresponds to the number of data bands.
We call these intervals availability slots. Communicat-
ing nodes “saturate” the availability slot that corresponds
to the data band that they intend using in the next super-
frame. As an example, if a communicating pair is using
data band where , the pair would transmit in
the slot of the availability frame. The sender saturates
the first half of the availability slot and the receiver the
second half. This is done to ensure that the neighbors of
both the sender and the receiver are made aware that the
corresponding band is occupied. Nodes in search of an
available band listen to the availability frame and select an
unused band for their upcoming data transfers. Note that,
due to the consecutive transmission of pulses during the
availability frame, nodes are able to detect (or sense) the
pulses. The size of each availability slot is chosen so as to
accommodate an adequate number of pulses to facilitate
acquisition and to combat noise effects. The availability
frame corresponds to the DECLARE state discussed ear-
lier.
Choosing a band for communication: Initially each



sender selects a band randomly from the set of free bands,
as indicated by the availability frame. The following
mechanisms are incorporated to further reduce the pos-
sibility of collisions due to multiple new senders choosing
the same band.

1) Persistent Band Selection: Nodes keep a history of
bands that they successfully used in the past. The
random choice process is biased with time such
that the nodes would prefer to re-use these previ-
ous successfully used bands. In the long run, this
can further reduce the possibility of two (or more)
senders selecting the same band. This can be par-
ticularly helpful when traffic is bursty and the same
sender nodes are active for repetitive interspersed
busy and idle periods. Note that in most practical
networks, traffic and communication patterns are
indeed bursty [24].

2) Availability Eavesdropping: Nodes can determine
the bands that are being used even when they do not
have packets to send, by means of of the availability
frame. Thus, they can keep track of bands that are
consistently occupied (as per persistent band selec-
tion). A band that is often busy is more likely to be
used in the future. Thus, new senders can avoid the
use of these bands.

In fact, the two mechanisms discussed above, enable a
self-organizing behavior, where groups of nodes that have
disjoint periods of activity end up having the same pre-
ferred bands. A trivial example is the case of two nodes
sharing two bands: persistence and eavesdropping can
lead to each node using a band without conflicts. This
can be generalized to a case with any number of nodes
and bands.

Failure of the Request Process and the BACK-OFF
state: There are three cases where the receiver does not
reply successfully to the sender with a RACK: (a) there
were more than one REQs that collided, (b) the receiver is
busy, and (c) two or more pairs of communicating nodes
attempt to use the same data band. To elaborate on case
(a), if two nodes (or more) transmit their REQs to a com-
mon receiver at the same time, a collision will occur. In
this case, the two senders after the REQ transmission will
switch to their own selected data bands and will wait for a
response from the common receiver. As a result of the col-
lision of the REQ packets, they do not receive a response.
The sender nodes wait for a specified time interval in their
selected bands, and at the end of this period they conclude
that a collision has occurred. They will then initiate back-
off timers and at the end of their back-offs, reattempt to
initiate the request.

We employ a simple additive back-off scheme12 for re-
transmission attempts after a failure. Upon experiencing
a collision, a sender chooses, with a uniform probability,
one of the subsequent superframes to reattempt its re-
quest. The number is given by , where
is the number of consecutive failures and and are

system parameters that define the aggressiveness of the
back off policy. We impose a maximum limit on the num-
ber of retransmission attempts , after which the packet is
dropped.
To elaborate on case (b), if the receiver is busy in an-

other data band either sending or receiving data, it does
not receive the REQ packet. The sender will, as in the pre-
vious case, transmit the REQ packet and await the RACK
packet in the data band of its choice. Clearly, in this
case, no RACK packet is forthcoming. The sender can-
not distinguish this case from case (a) in which a collision
occurs. Therefore, it enters the BACK-OFF state as dis-
cussed earlier and reattempts a request at a later time.
In case (c), if two or more pairs of nodes select the

same band, their transmissions may collide in that data
band. The problem is exacerbated, when the number of
sender nodes is much larger than the number of bands.
This problem is alleviated to a large extent by our policy
of initiating new transmissions only at the beginning of a
superframe. Thus, when two pairs of nodes choose the
same band their RACK packets collide. The nodes would
infer that a collision has occurred and will retract to reat-
tempt a reservation. Note that the collision is quickly and
efficiently detected.
Enabling receptions while in back-off: While a sender

node’s back-off counter is counting down, the node
switches to the Req-Band. In this band, it resumes recep-
tions as per its THS while its backoff counter ticks down.
If the node successfully receives a preamble for a REQ
packet (from any of its neighbors), the node temporarily
freezes its backoff timer and switches to the band speci-
fied in the REQ packet, to attempt a reception from the
originator of the REQ packet. Upon the completion of the
reception, or upon the detection of a collision, the node
under discussion would switch back to the Req-Band and
resume the countdown of its back-off timer. Without this,
nodes that are attempting to contact the sender under dis-
cussion would be forced to back-off, while the node is
counting down. This would degrade the efficiency of the
system, since a node can be blocked waiting to send to
another blocked node forming a chain or even a cycle.
Finally, while awaiting RACK, Data or DACK packets,

a node will wait only up to preset time limits (system pa-

Our simulations suggest that this simple scheme is very effective
in resolving collisions.



rameters). If the expected packet is not received within
this time limit, the node assumes that the communicaton
has failed. The sender would then attempt to resend a re-
quest after an appropriately chosen back-off time.
Multi-hop Communications: Coping with Hidden Ter-

minals: The hidden terminal problem is already alleviated
to a great extent since the transmitter and the receiver both
send messages in the availabilty band to indicate the occu-
pancy of the band on which they currently communicate.
This ensures, to a large extent that neither the neighbors of
the sender nor those of the receiver claim the same band.
However, note that after transmitting their REQ packets,
the nodes rendezvous in the chosen data band. Since the
REQ packets are sent according to THSs, the transgres-
sion of communicating pairs onto data bands is not syn-
chronized. Thus, it may happen that two pairs choose the
same bands but move to that band for the rendezvous at
different times. Now, if, after such a rendezvous between
a given sender and a receiver, a neighbor of the receiver,
hidden from the sender, switches to the same band and ini-
tiates a new message transfer, a collision would occur at
the receiver. In order to avoid such effects we require that:
(a) when a pair of nodes switches to a new band for data
transfer, they wait for a duration of nanoseconds (dur-
ing which they listen to other possible communications
on the band) prior to completing their handshake and be-
ginning the data transfer, and (b) receivers send short oc-
cupancy indication messages in the band on which they
are on with a periodicity of nanoseconds. This will
further reduce the possibility of collisions due to hidden
terminals. In fact, our simulations suggest that the two
schemes together practically eliminate collisions.

IV. SIMULATION RESULTS
We present the evaluation of our idea through simula-

tions using a C++ simulator that we have developed by ex-
tending a previous simulation effort [10]. Our focus is on
the performance at the MAC layer. Thus, we assume that
data is injected at the MAC layer and the transmissions of
a node are intended for a neighbor. However, we wish to
clarify that nodes are distributed over a region of interest
for multi-hop operations; thus, MAC layer effects such as
the presence of hidden terminals are accounted for, in our
simulations. In our simulations, we use assumptions and
conventions that are widely used in UWB studies and try
to incorporate as many realistic details [6], [10], as possi-
ble. Some of our simulation assumptions were alluded to
in Section II.
Comparisons: We compare our scheme with an a

single-band approach in order to demonstrate the benefits
of our multi-band scheme. All data and control packets

use the entire 7.5GHz bandwidth in the single-band ap-
proach, whereas up to simultaneous users can trans-
mit data packets on different bands during the same super-
frame in our multi-band scheme. Thus, to avoid giving our
scheme an unfair advantage, we magically eliminate the
effects of pulse collisions on the reception of data pack-
ets in the single-band approach: communicating nodes
switch to a separate predetermined THS to exchange data
packets13 . Note that this assumption now shifts the unfair
advantage to the single band case, since many more than

simultaneous data transfers could be supported if the
requests get through14 . One can envision this to be akin to
using a perfect equalizer, which is calibrated during the re-
ception of a request packet, to eliminate the ISI during the
reception of the following data packet. Note however, that
with both the single and the multi-band approaches, pulse
collisions may occur during the initial handshake wherein
a request is transmitted (we refer to this as request trans-
missions in Section III) as per the receiver’s THS.
Simulator Implementation Details: In our implemen-

tation, the physical layer consists of a number, , of sets
of virtual links as shown in figure 3. This number is equal
to the number of bands; each set of links has a separate
buffer and connects a node with its neighbors15 . As a re-
sult, a node has links with a neighbor node, each repre-
senting a different band. TheMAC layer of the transmitter
delivers the packet to the appropriate link of the appro-
priate band. The physical layer component converts the
bits to pulses, which will be transmitted through this link.
The channel characteristics, discussed earlier in Section
II are applied and distort the transmission. The receiver
picks each pulse, decodes a set of pulses that form a bit
if possible, and stores the bit in a buffer. A bit may be
discarded either due to a collision (elaborated below) or
due to its being corrupted by thermal noise as discussed
in Section II. When a set of bits that form a packet have
been received correctly, the packet is re-constructed and
delivered to the receiver’s MAC layer. The arrival of two
or more pulses, simultaneously from different links of the
same band, denotes a collision.
Simulation Scenarios:.
Network Layout: The nodes are mobile and form an

A similar single-band scheme is described in [6]
However, we wish to point out there may be other single band ap-

proaches that simply have pulse boundaries that commensurate with
the actual duration of the pulse as opposed to the delay spread. This
may lead to a higher number of pulse collisions; however, at the same
time, higher levels of redundancy may be employed given that more
pulse transmissions are potentially possible. A systematic evaluation
to determine the best possible single band approach is beyond the
scope of this work.

Note that two neighbors may have more than just their common
neighbors.
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Fig. 3. Simulation Implementation Platform

ad hoc network. We vary the number of nodes from 6 to
30. We restrict the nodes in a x square region
and this is seen to maintain an average node degree larger
than 3. As mentioned in section II, the maximum range of
a transmitter is considered to be 7 meters. The total num-
ber of bands in the multi-band system is 15, as mentioned
earlier. A transmitter always selects a receiver randomly
from within its transmission range.
Frame Structures: Every sequence frame consists of

six frames (chip-times). The duration of the super-
frame is set to 11200 chip-times, which is approximately
equivalent to a successful packet exchange including the
control overhead. We divide each availability frame into

availability slots, each of which is 33 units
of time in duration. This duration is sufficient for neigh-
bor nodes to detect the pulses and correctly infer that the
corresponding data band is occupied.
Traffic Characteristics: We use both CBR (Constant

Bit Rate) and bursty Poisson traffic in our simulation ex-
periments. In the experiments shown, the packets are of
size 250 bytes and with CBR, are transmitted once ev-
ery 40 msec, unless otherwise stated. Each control packet
is 120 bits long, in accordance with the control packets
used with other wireless protocols, such as with the IEEE
802.11 MAC protocol [11]. Even though the per-source
CBR rate is low, with a multiplicity of sources, the load
on the network fits in with the use of UWB.
Pulse collisions and bit errors: We assume the pres-

ence of a rate 1/3 convolutional encoder for the data bands
and accordingly, three pulses represent a single bit. In the
control band or in the case of the single band system, in
order to provide robustness to collisions, we use a repeti-
tion code of 2, i.e., each bit (comprising of three pulses)
is repeated twice. Thus, in these bands, six pulses form
a bit. A pulse collision occurs when two or more pulses
arrive during the same period, in the same band. A bit
is received in error, when any of the pulses that make up
the bit collide or if it is corrupted due to thermal noise.
Mobility Model: We assume that nodes move as per a

Brownian motion mobility model. Each node chooses a
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Fig. 4. Number of pulse collisions. Logarithmic scale is used

new position that differs from its current position by at
most 10 cm in a randomly chosen direction, once every 6
milliseconds.
Back-off Policy: With our backoff algorithm (discussed

in Section III) for packet retries, we set the initial back-off
to a randomly chosen value between 0 and 5 superframes.
After each retry, the maximum value increases by 2, until
it reaches a maximum of 15. We have varied these values
and the results obtained demonstrate behavioral traits that
are similar to those considered in our sample set presented
here. The packet is discarded if, after 15 attempts, a node
is unable to deliver it to its intended neighbor.
Providing for consecutive packet transmissions: With

any given reservation, we allow a transmitter to send two
consecutive packets to its receiver. This would in some
sense amortize the preamble and request costs over a
larger transmission. We restrict this number to two to
prevent the dominance of a channel by a single commu-
nicating pair. The overall simulation time is 15 million
chip-times .
Performance Metrics: We evaluate the performance of

our scheme by measuring the number of pulse collisions,
the bit error rate, the overall number of transmitted data
packets during the simulation, the average packet delay
and the utilization of a band. We define the metrics in de-
tail when we discuss the results. In a few of the following
graphs, we include 95% confidence intervals.
Results: Due to space constraints we only present a

sample set of results. We first present results when CBR
traffic is considered.
In figure 4, we plot the total number of pulse collisions

for each approach as a function of the number of nodes
in the network. We observe that our protocol decreases
the number of pulse collisions by an order of magnitude
as compared with the single-band approach. The reason
is that, in our protocol, data packets are transmitted prac-
tically free of collisions, since they are exchanged on an
exclusively reserved data band. In contrast, in the single-
band case, packets suffer frequent collisions due to over-
laps between nodes’ THSs.
In figure 5, we plot the bit error rate averaged over the
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observations from all the nodes in the network as a func-
tion of the number of nodes. We observe a much higher
(more than 4 times) bit error rate in the single-band sys-
tem, again, a direct result of collisions of data packets.
Next we report the observed average packet delay in the

network. The packet delay is the duration between the in-
stance that a packet arrives to the MAC layer queue of a
node, until the instance that it is completely reconstructed
at its destination. This delay accounts for retransmissions
that may occur due to the failure of the packet transfer
due to the packet being corrupted or collided with. In fig-
ure 6 we plot the average packet delay as a function of
the number of nodes in the network with CBR traffic. In
our protocol, packet delays are lower by a factor of six
as compared with the delay incurred with the single band
scheme for low network densities (i.e.,when the networks
consists of 15 to 16 nodes). With more nodes, the multi-
band delay rapidly increases and approaches the delay that
is observed with the single-band case, when there are ap-
proximately 30 nodes in the network. Note that this be-
havior with a large number of nodes is an artifact of the
system reaching its capacity. Recall that as the number or
nodes increases, the network load increases as well in this
experiment.
We also measured the total number of transmitted data

packets, for the duration of the simulation with CBR traf-
fic. Note from figure 7, that the network throughput in
terms of transmitted packets is higher with the multi-
band scheme. Our protocol performs better by as much
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as 16.72%, a significant increase at these higher capac-
ities. Furthermore notice that this improvement is over
an unfairly advantaged single-band system, which mag-
ically eliminates the effects of pulse collisions on the re-
ception of data packets and hence can support any number
of simultaneous data transmissions as long as their request
handshake was successful.
In all of the previous examples, we assume that the load

increases with the number of users. We perform experi-
ments to demonstrate the benefits of our scheme with high
loads when the number of users in the network are small.
In such cases, communicating pairs can be allocated ex-
clusive bands in the multi-band approach. With the single
band approach however, throughput is much lower due to
collisions. For this experiment, we assume that packets
are generated at each node at a constant rate of one ev-
ery 1.4 milliseconds. We observe that, now, the achieved
throughput is more than an order of magnitude better than
with the single-band approach (shown in figure 8).
Our final simulation experiment examines the band oc-

cupancy with the multi-band approach. The objective of
this experiment is to determine if the traffic load is uni-
formly distributed across the data bands or if some bands
are preferentially used with our policy. The motivation for
this study is that if some of the bands are hardly ever used,
one might consider the usage of additional control bands
to improve efficiency. For facilitating understanding, in
this simulation, we assume a clique with ad hoc com-
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munications and we perform measurements in the cases
wherein the network is very heavily loaded and the indi-
vidual nodes always have packets to send. It is in this
regime that we wish to observe band occupancy for the
motivating reason specified above.
Initially, we assume that the band that a node chooses is

determined via a simple mapping function from its iden-
tifier (ID) (a simple hash function is assumed). Later, the
preferential band selection process discussed in Section
III is adopted. In figure 9 we plot the number of times each
band is chosen (utilization), as a function of the number of
nodes in the network. When the number of nodes exceeds
the number of bands, there is a tendency for all bands to
be used uniformly in the long run. The highest utilization
values are observed for small numbers of nodes, where no
collisions in data bands occur. When all bands are used,
the maximum utilization is observed for 12 nodes and de-
creases as the number of nodes increases. Notice that,
when the number of nodes is small, with our policy, not
all bands are utilized. Thus, with small scale deployments
one may consider the use of more bands for dissemination
of control information to improve performance. We will
consider such possibilities in future work.

V. RELATED WORK ON UWB NETWORKS

There is no prior work on the design of a MAC protocol
for multiband UWB based wireless networks that support
ad hoc communications. However, there have been some
interesting studies on single-band implementations.
Previous Ad Hoc UWB Schemes: Le Boudec et al. [6],

[7], [8] propose a scheme that uses dynamic channel cod-
ing. The scheme uses two types of THS: a receiver-based
THS and an invitation-based THS. After the successful
transmission of a request using the receiver based THS,
the pair switches to a unique invitation-based THS and
uses this THS for the duration of the session. In [12] the
authors describe theoretical and practical approaches to-
wards the development of a THS based MAC protocol for
radio resource sharing in UWB ad hoc networks. The ef-
fects of multipath and in particular delay spread are not

addressed in these papers. The authors appear to implic-
itly assume the presence of a perfect equalizer.
Ding et al study issues related to channel acquisition

[18]. They conclude that existing MAC solutions are un-
suitable for UWB networks. Specifically, the authors ex-
amine TDMA and CSMA/CA approaches, which have
been successful in other environments. In [27], all nodes
share a THS and the receiver broadcasts an invitation, as
per this sequence. Potential transmitters compete during
a contention period, to lock on to the receiver. In [29] the
authors propose a full-duplex access scheme for impulse-
based UWB networks. The scheme takes advantage of
the low duty cycle to maintain physical links among two
nodes for the lifetime of their logical link, thereby remov-
ing the requirement that the sender and receiver resyn-
chronize for every packet to be exchanged. A theoretical
treatment on optimal routing, scheduling and power con-
trol appears in [9]. The authors show that (1) the design of
the optimal MAC is independent of the choice of the rout-
ing protocol and (2) a minimum energy route is preferable
to establishing long hops or invoking direct transmissions.
WPAN Configurations: Most other studies consider

master-slave configurations [4], [28], [10]. The IEEE
805.15.3a task group proposal [4] for media access con-
trol is based on the notion of piconets. Each piconet in-
cludes a master-coordinator, which assigns resources to
slaves. The task group has evaluated numerous propos-
als for the UWB physical layer. The Multiband OFDM
Alliance (MBOA), supports a UWB specification that is
based on an OFDM approach [5]. Note here that the
OFDM approach attempts to reduce the equalizer com-
plexity by dividing the available spectrum into multiple
bands. However, the use of OFDM requires (i) frequent
complex inverse fast fourier transform computations [14]
(ii) simultaneous receiver synchronization with multiple
carriers. Thus, there are trade-offs between the use of
OFDM based UWB and impuse-based UWB. A MAC
layer protocol for use with OFDM for ad hoc networks
is yet to emerge. Yomo et al. [10] study the interfer-
ence between distinct WPANs (Wireless Personal Area
Networks) that operate in a master-slave configuration.
Reservation based MAC protocols: The use of reser-

vations for arbitrating access to a plurality of orthogonal
bands has been considered in wireless and satellite net-
works [19] [30]. However, the presence of a centralized
arbiter (a satellite or base-station) makes allocation much
easier as compared to allocation in ad hoc networks. Re-
cently, the use of multiple bands in ad hoc networks that
use the IEEE 802.11 MAC protocol has been considered
in [31]. However, carrier sensing is possible with IEEE
802.11 and the issues related to MAC access are different



from those that arise due to the use of UWB.

VI. CONCLUSIONS
In this paper we propose a novel multiband MAC pro-

tocol for use with impulse-based UWB ad hoc networks.
The design of our protocol is motivated by the following
factors: (a) in the absence of a complex equalizer, due to
the effects of the multipath delay spread the entire UWB
spectrum cannot be efficiently utilized by a single band
approach. (b) arbitration methods based on the use of
time-hopped sequences suffer from inefficiencies due to
collisions or large delays and, (c) the use of a multi-band
approach provides an inherent flexibility in operation to
coexist with other wireless networks. The approach we
present is conjoint with the UWB physical layer and takes
into account the regulations imposed by the FCC. We per-
form extensive simulations to demonstrate that our proto-
col achieves extremely high throughput and much lower
latencies as compared to a single band approach wherein
no equalizer is available.
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